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Abstract

We all experience the wind from our everyday life. Wind is invisible. It

has no shape, size, smell, taste or sound of its own. Thus, it is the most

challenging natural phenomenon to predict accurately. In the field of computer

animation, wind is an important element for creating visually plausible motion

in natural outdoor scenery. Examples of such motions include the swaying of

tree branches in the wind, field of grass blowing in the breeze, the swirling of

smoke, the waving of a flag, the flattering of cloth in the wind, etc. Without

a turbulent wind field, animations would lack a natural chaotic look, which is

an important characteristic of most natural phenomena.

A series of natural wind models have been developed since the 1960s to

facilitate the study of wind engineering problems. In this thesis, we present

a study on wind turbulence models from the field of engineering and their

applicability in computer animations for simulating a variety of motions and

behaviors of flexible objects in windy conditions.

At first, we describe some theoretical aspects of wind turbulence based

on measurements of actual winds. Then we describe a simple yet visually

convincing simulation of wind fields using our proposed wind models generated

from actual wind data. The efficiency and practical utility of the wind field

model is implemented in a simulation of grass blowing in the wind.

Then, we also present a simple method to generate three-dimensional

frozen and non-frozen turbulent wind fields for use in the animation of wind-

induced motion. Our approach uses 1/fβ noise to match the characteristics of

natural wind. By employing a noise-based approach, the complexity as well

as computational cost is reduced. Additionally, by considering key character-

istics of actual wind that are applied in the engineering field, our proposed

method is also able to produce believable motion results in outdoor wind field

simulations. In this thesis, we describe the implementation results of our
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proposed method and compare them with other existing approaches used to

construct turbulent wind fields. The implementation and visualization are

carried out for both two- and three-dimensional scenarios and compared with

the results of other well-known methods.

Finally, we present applications of noise-based non-frozen wind fields for

animating flexible structures such as grass blades, cloth like objects, fire, etc.
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Chapter 1

Introduction

1.1 Motivation

Wind is one of familiar natural phenomena that we could find easily every-

where. However, we cannot see the wind, nor hold it in our hands. Instead

what we can see is the ripple upon the waters, the fallen leaves dancing in

a circle, dust swirling across the path, the swaying of tree-branches in the

breeze, etc. Thus, in the field of computer animation, wind is an impor-

tant element for creating believable and visually pleasant motion in natural

outdoor scenery. It is challenging however to mathematically model and to

predict accurately these matters, since such natural phenomena have irregular

shapes and change their shapes quickly. Therefore the problem of simulating

such motions and behaviors due to winds is a complex, scientific topic.

Since wind exhibits a high degree of complexity, it is difficult to simulate

using only physical models. On the other hand, in the computer animation

industry, the ultimate goal for realistic animation is not a completely physics

based reality, but rather a plausible reality. The success of simulating wind

depends on many factors. An important visual fact of different types of winds

is that they appear and behave differently at various scales. For practical

reasons, smaller scales are modeled by a stochastic model. The idea of sepa-

rating a wind phenomenon into a large scale smooth component and a small

scale turbulent component has proven to be effective in both animation and

rendering.
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CHAPTER 1. INTRODUCTION

1.2 Prior works

In computer graphics, we have several research results on modeling winds.

Most research efforts are focused on expressing them as natural phenomena

[43], [39], [44], [52], [42], [51]. When wind blows, every object in the simulation

environment is affected by the wind. Therefore, the natural wind has been

expressed as velocity fields affecting on the whole environment. Wejchert et al.

[52] introduced an aerodynamics model to simulate the motion of leaves blown

by the wind. To depict animated trees and grass, Shinya et al. [39] constructed

a complex flow field by modeling the wind field in Fourier space and then

converting it to a time-varying force field. Stam et al. [44] decomposed the

turbulent wind field into two components. The Kolmogorov spectrum was

used to model the small-scale random vector field for the turbulent motion of

gas. Ota et al. [32], Hu et al. [18] simulated the motion of branches and leaves

swaying in a wind field by using noise functions. In the animations of waving

phenomena, Fujimoto et al. [11], Qiang et al. [36] used fractional Brownian

motion. Qiang et al. [36] expanded 2D simulation of breaking waves into 3D

representation by giving motion variation using fBm.

Computational fluid dynamics methods for solving the Navier-Stoke’s equa-

tions have led to significant developments in the visual simulation of fluids

[43], [10]. Stam [43] proposed an unconditionally stable fluid solver using

semi-Lagrangian advection schemes and implicit solving method. Wei et al.

[51] presented an approach for modeling wind field affecting on lightweight

deformable objects. They modeled the wind field by using the Lattice Boltz-

mann Model from computational fluid dynamics. In addition, many other

papers, such as [46], [5], [15], are concerned with modeling the faithful mo-

tions to the influence of external forces such as caused by a wind.

1.3 Methodology

Approaches based on physical methods provide physical accuracy and visually

convincing results, but their computational cost is quite high. Methods based

on noise functions are simpler than abovementioned methods, but the sim-

ulated wind fields are not realistic enough because the key characteristics of

2



CHAPTER 1. INTRODUCTION

natural wind are not considered. To realistically model natural wind, experi-

ments and statistics can be used from other fields, e.g. structural engineering

or wind engineering. This observation forms the basis of our method and we

derive a wind field model from the structural engineering. The key component

of our model is a stochastic process that faithfully mimics the stochastic prop-

erties of the natural wind. This contributes to the visual and physical realism

of the objects swaying in the wind. In this thesis, we will address the study

on wind models from the field of engineering and indicate their applicability

in computer animations for simulating a variety of motions and the behaviors

of objects in windy conditions.

1.4 Objectives

The aim of this thesis is the identification of alternative approaches for simu-

lating a wind field and the animation of dynamic natural scenes with reduced

computational costs while simultaneously producing a realistic visual simu-

lation. We use a noise-based approach to minimize computation time and

stochastic approaches to approximate the complicated motions due to the

winds. Fractional Brownian motion (fBm) is one useful technique to rep-

resent natural objects and phenomena with randomness. Up to now, fBm,

also known as 1/fβ noise, has been mainly used for representing the shapes

of static objects, such as mountainous terrains or clouds of fractal density

distribution [25].

In our approach, we implement fBm functions using a simple spectrum

synthesis technique based on Fourier transform [14]. It is also possible to

use other techniques such as Perlin noise [33] and procedural noise functions

[21]. Specifically, in order to create natural motions and behaviors, we use

measured data of actual wind and employ theoretical approaches used in the

structural engineering. Additionally, in computer animation, it requires to

realistically simulating different types of winds such as breezes or gusts since

wind can be destructive as easily as it can be soothing.
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CHAPTER 1. INTRODUCTION

1.5 Contributions

Our contributions can be summarized in the following points.

• Our method is simple but can provide wind fields of almost same quality

as those of well-known approaches.

• Wind fields simulated by our method can be described using relatively

few parameters.

• Our wind model can simulate different kinds of wind conditions such as

breezes or gusts by controlling parameters in wind models.

• We can simulate winds at different heights or on different terrains by

changing the parameter values in wind models

• Our proposed model is applicable to a wide range of natural phenom-

ena such as grass blowing in the wind, animation of fire simulation,

animation of cloth in the wind, etc.

1.6 Thesis outline

This thesis is organized as follows. Chapter 2 gives a brief explanation on

noise functions and a generation technique about 1/fβ noise. In this section,

we define noise both intuitively and formally. We then examine important

issues of modeling details with noise.

Chapter 3 describes natural features of wind. This section introduces the

fundamental study of wind, descriptive terms of wind speed, and the relation-

ship between wind speeds and the Beaufort force. Wind profiles parameters

such as turbulence intensity, wind shear; and mathematical models of turbu-

lence spectrums will be introduced on a basis of theoretical background.

Chapter 4 presents methods of wind modeling which have been used in the

field of engineering. We start with the experimental analysis of measured wind

speed data using theoretical approaches from the structural engineering field.

In this section, we describe a general form of wind modeling and estimate

parameters for our wind turbulence model using selected sample cases. Then,

we present results of simulated winds determined with our proposed spectrum

4



CHAPTER 1. INTRODUCTION

and describe the implementation algorithm for constructing wind fields. At

the end, we describe a simulation of grass fields utilizing our wind field method.

Chapter 5 describes an alternative method to construct 3D non-frozen

wind fields based on 1/fβ noise. In order to illustrate the natural characteris-

tics of wind predicted in an intuitive manner, we included some experimental

data. We show that 1/fβ noise based wind field generation method is one use-

ful technique to simulate different types of winds by controlling the parameters

in wind field model. We compare our proposed two-dimensional and three-

dimensional wind field models to other existing approaches. Implementation

and visualization of wind fields will be followed.

Chapter 6 presents applications of noise-based non-frozen wind field gen-

eration. In this section, we describe the animation of complex behaviors of

cloth-like object under the influence of the wind, animation of a simple grass

field, animation of fire, etc.

Chapter 7 draws conclusions on this thesis at the end.

5



Chapter 2

Noise Functions

Procedural noise functions are widely used in computer graphics, from off-line

rendering in the movie production to interactive video games. The ability

to add complex and intricate details at low memory and cost is one of its

main attractions. Ever since the first image of the marble vase, presented by

Perlin [33] (Figures 2.1 and 2.2), Perlin noise has been widespread use in both

in research and in industry. Noise has been used for a diverse and extensive

range of purposes in procedural texturing, including clouds, waves, tornadoes,

rocket trails, heat ripples, incidental motion of animated characters and so on.

Procedural noise has many advantages: it is typically very fast to eval-

uate, often allowing evaluation of complex and intricate patterns on-the-fly,

and it has a very low memory footprint, making it an ideal candidate for com-

pactly generating complex visual detail. In addition, with a suitable set of

parameters, procedural noise can be used to easily generate a large number of

different patterns. The most recent survey on noise is in the book of [9]. Since

then there have been a multitude of recent research results in the domain such

as [6], [3], [13], [22], as well as many others. In this section we provide more

detail on fractional Brownian motion (fBm), also known as 1/fβ noise. We

start from a high-level review and classification of existing procedural noise

functions. Then we examine the important issues of modeling details with

1/fβ noise.

6



CHAPTER 2. NOISE FUNCTIONS

Figure 2.1: Perlin noise. (a) Perlin’s noise function, the first procedural noise

functions. (Figure from [34]) (b) Perlin’s marble vase, one of the first proce-

dural textures created using Perlin noise. (Figure from [33])

Figure 2.2: Image starting at the top-left (just noise) and going counter-

clockwise, ending at the top right marble image. (a) worn metal, water wave;

(b) turbulent flows, fire, marble; (c) turbulent flows, fire, marble, clouds; (d)

rock, mountains, clouds (Making noise by Ken Perlin)

7



CHAPTER 2. NOISE FUNCTIONS

2.1 Intuitive definition of noise

Noise is the random number generator of computer graphics. It is a random

and unstructured pattern, and is useful wherever there is a need for a source

of extensive detail that is nevertheless lacking in evident structure. Random

patterns are often described in the frequency domain. Whereas in the spatial

domain, a signal is determined by specifying the value for every location in

space, in the frequency domain, a signal is determined by specifying the am-

plitude and phase for every frequency. However, for unstructured patterns,

the phase is random and does not contribute useful information. Therefore,

noise is often described by its power spectrum, which specifies the magni-

tude (squared) of each frequency and ignores the phase. A high value of a

specific frequency in the power spectrum corresponds to a high contribution

of the corresponding feature size in the spatial domain. Noise is completely

characterized by its power spectrum as explained in Chapter 2.2. Many tasks

involving noise can be described as manipulations of the power spectrum of

the noise, or spectral control. For example, modeling a noise corresponds

to shaping its power spectrum, and filtering a noise corresponds to damping

frequencies in the power spectrum that are too high.

White noise contains all frequencies in equal mixture and with random

phase, so it provides the raw material to generate unstructured signals with

any combination of frequencies. A band-limited power spectrum is non-zero

only within a specific range of frequencies. So it can be used as a basis in the

frequency domain to shape a desired power spectrum for modeling or filtering.

2.2 1/fβ noise

The appearance of power laws in the theory of critical phenomena and all the

work of Mandelbrot on fractals in the 1970s seemed to indicate that something

deeper was hidden in those ubiquitous spectra.

To the physicist, unpredictable changes of any quantity V varying in time

t are known as noise. Graphical samples of typical noises V (t) are shown

in Figure 2.3. To the left of each sample is a representation of its spectral

densities. The spectral density, SV (f), gives an estimate of the mean square

8



CHAPTER 2. NOISE FUNCTIONS

Figure 2.3: Samples of typical noises, V (t), the random variations of a quantity

in time. (a) White noise, the most random. (b) 1/f−noise, an intermediate

but very commonly found type of fluctuation in nature. (c) Brownian motion

or a random walk. To the left of each sample is a graphical representation of

the spectral density, SV (f), a measurement characterizing the time correla-

tions in the noise.

fluctuations at frequency f and, consequently, of the variations over a time

scale of order 1/f .

Power laws and 1/f spectra were found most unexpectedly in many differ-

ent phenomena, and Figure 2.4 show how such spectra reproduced in a famous

review paper by [1].

The work of Clarke and Voss on 1/f noise in resistors also spawned an

interesting aside, a study of 1/f noise in music, which becomes widely known

thanks to an excellent popularization made by Gardner in his Scientific Amer-

ican column [12]. Clarke and Voss found that both voice and music broadcasts

have 1/f spectra (see Figure 2.5), and even devised and algorithm to compose

“fractal” music [49].

9



CHAPTER 2. NOISE FUNCTIONS

Figure 2.4: (a) Power spectrum of the east-west component of ocean current

velocity; the straight line shows the slope of a 1/f spectrum. (b) Sea level at

Bermuda: this is 1/fβ spectrum with β = 1.6. [4]

2.3 Spectral densities for fBm and the spec-

tral exponent β

1/fβ noise is a noise of which the spectral density is proportional to 1/fβ.

The value of β determines the correlation between noise values varying along

the time axis t. As β decreases, the fluctuation of the noise increases. On the

other hand, as β increases, the fluctuation decreases. The method proposed

in this thesis is based on the fact that 1/f noise is observed in natural wind

blowing. By then many physicists were convinced that there had to be a deep

reason for the ubiquity of this kind of power-law noises, that there had to be

something similar to the universality of exponents in critical phenomena, and

therefore many people set out to find an all-encompassing explanation. We

understand that the behaviors and motions due to the winds can be effectively

represented using 1/fβ noise functions.

2.4 Generation technique of 1/fβ noise

In the field of computer graphics, in general, we know that “Perlin noise”

is a useful technique for generating noise functions [33], [8]. Perlin noise

is a general-purpose noise generator, and can be used for generating 1/fβ

noise by giving proper weights to noise factors having different frequencies.

10



CHAPTER 2. NOISE FUNCTIONS

Figure 2.5: Loudness (left) and pitch (right) fluctuation spectra vs. frequency

(Hz ) (log-log scale), for (a) Scott Joplin piano rags; (b) classical radio station;

(c) rock station; (d) news-and-talk station.

Nevertheless, in our method, we generate 1/fβ noise using “Fourier filtering”

[49], since we focus on only 1/fβ noise, not general noise, and Fourier filtering

is a technique that was specially developed for generating 1/fβ noise easily.

Using Fourier filtering, discrete 1/fβ noise values are generated. Then,

these values are smoothly interpolated to define a continuous 1/fβ noise func-

tion V (t). In this technique, first, the coefficients of the discrete Fourier

transform are obtained in the frequency domain so as to meet the condition

of 1/fβ noise by using a Gaussian random number generator. Then, the in-

verse Fourier transform of the coefficients is calculated to obtain discrete 1/fβ

noise values in the time domain. The discrete noise values are normalized and

stored in a one-dimensional array, which is named noise array. A noise value

V (t) at arbitrary time t can be obtained by interpolating the discrete noise

values in the noise array near the time t. This makes the noise function V (t)

continuous along the time axis t.

11



CHAPTER 2. NOISE FUNCTIONS

2.5 Higher dimensional 1/fβ noise

In this section, we discuss how to generalize the spectral synthesis methods

to two, three and higher dimensions.

The generalization of 1/fβ noise is straight forward. The random field V

has stationary increments and is isotropic, i.e. all points (t1, t2, , tn) and all

directions are statistically equivalent. In the frequency domain we have for

the spectral density

S(f1, ..., fn) =
1(√∑n

i=1 f
2
i

)2H+n
(2.1)

where the parameter H satisfies 0 < H < 1. The parameter H describes the

“roughness” of the noise function at small scales.

This ensures that V restricted to any straight line will be 1/fβ noise cor-

responding to 2H = β − 1. The fractal dimension of a sample V (t1, t2, , tn)

is

D = E + 1−H = E +
3− β

2
(2.2)

where D spans the range E < D < E + 1, and 1 < β < 3. The value H = 0.8

is empirically a good choice for many natural phenomena.

2.6 1/fβ noise by example

In this section we represent the visual connection between many, seemingly

complex, shapes in the natural world and the relation between fractal dimen-

sion D, the parameter value of fBm, and the spectral density exponent β. We

show the results of spectral synthesis method for producing a finite sample of

fBm as a noise (E = 1), a landscape (E = 2), or a cloud (E = 3).

Creating visually rich and interesting content from noise is not an easy

task, essentially because the random nature of noise makes it difficult to con-

trol and predict the result.

Figures 2.6, 2.7 and 2.8 show samples of fBm noise for different values of

H and D.
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CHAPTER 2. NOISE FUNCTIONS

(a) H = 0.1, β = 1.2, D = 1.9

(b) H = 0.3, β = 1.6, D = 1.7

(c) H = 0.5, β = 2.0, D = 1.5

(d) H = 0.7, β = 2.4, D = 1.3

(e) H = 0.9, β = 2.8, D = 1.1

Figure 2.6: 1/fβ noise via spectral synthesis. The above curves correspond to

spectral density functions of the form 1/fβ where β = 2H + 1, D = 2−H.

13
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(a) H = 0.2, D = 2.8 (b) H = 0.2, D = 2.8

(c) H = 0.5, D = 2.5 (d) H = 0.5, D = 2.5

(e) H = 0.8, D = 2.2 (f) H = 0.8, D = 2.2

Figure 2.7: Fractal clouds with varying dimensions. The above clouds cor-

respond to spectral density functions of the form 1/fβ where β = 2H + 2,

D = 3−H.
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(a) H = 0.2, D = 3.8 (b) H = 0.2, D = 3.8

(c) H = 0.5, D = 3.5 (d) H = 0.5, D = 3.5

(e) H = 0.8, D = 3.2 (f) H = 0.8, D = 3.2

Figure 2.8: Fractal clouds with varying dimensions. The above clouds cor-

respond to spectral density functions of the form 1/fβ where β = 2H + 3,

D = 4−H. 15



Chapter 3

The Nature of Wind

3.1 What is wind?

We feel winds because the air around us moves. Wind is movement of air.

Wind occurs because of horizontal and vertical differences in atmospheric pres-

sure. We describe wind by its direction and speed. It is usually expressed in

terms of the point of compass. Air moving from east to west is called easterly

wind. Wind speed is the speed of the air flow. It is usually expressed in kilo-

meters per hour or as a force on the Beaufort scale. The scale was introduced

by Sir Francis Beaufort of the British navy in the early 19th century. The

Beaufort scale is used to measure and describe the effects of different wind

velocities on objects on land or at sea. It is divided into 13 levels, from the

calm wind of force 0 to hurricane wind of force 12. Table 3.1 illustrates the

relationship between descriptive terms of wind speeds, the Beaufort force and

wind speeds.

3.2 The variable nature of wind

The wind speed at a given location is continuously varying. There are changes

in the annual mean wind speed from year to year, changes with season (sea-

sonal), with passing weather system (synoptic), on a daily basis (diurnal) and

from second to second (turbulence).
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3.3 Variation of wind speed with height

Winds occur just above the surface or at high altitudes. The strongest, stead-

iest and most persistent winds occur in bands some 10 km above the earth’s

surface. The region below about 1 − 2 km, the wind is strongly affected by

the surface, through friction, and hence wind speeds are lower.

In general, the wind speed is nominally zero at ground level and increases

steadily with height. The change of wind speed with height is known as the

wind shear.

The variation of wind speed with height can be represented mathematically

by a logarithmic law.

U(z) = K ln(
z

z0
) (3.1)

where U(z) is the mean wind speed at height z, K is a factor which depends

on the overall wind speed, and z0 is known as the surface roughness length.

The surface roughness length characterizes the terrain and has a given

value depending on the friction of the surface over which the wind passes.

Typical values of z0 are given in Table 3.2.

The mean wind speed profile for the atmospheric boundary layer is de-

scribed using a power law [41], [17]:

U(z) = U(zref )

(
z

zref

)α
(3.2)

where U(z) is the mean wind speed at height z above the ground, zref is the

reference height (normally taken to be 10 m), and α is the power law exponent.

An alternative description of the mean wind speed uses the logarithmic

law:

U(z) =
1

k
u∗ ln(

z

z0
) (3.3)

where u∗ is the friction velocity, k is von Karman’s constant (= 0.4), and z0

is the roughness length. The determination of u∗ from Equation 3.3 requires

U(z), z, and z0. The typical values for α and z0 are listed in Table 3.2.
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CHAPTER 3. THE NATURE OF WIND

Figure 3.1: Atmospheric boundary-layer profiles (plots of average wind speed

U versus height z) over different terrains. Wind speeds are expressed as

percentages of the upper level wind (referred to as the gradient wind) above

the boundary (or surface) layer.

Wind blowing over the ground surface is slowed when it encounters the

friction of uneven ground, trees, and buildings. This roughness affects the

thickness of the boundary layer and the power law exponent. The thickness of

the boundary layer and the power law exponent both increase as a function of

the surface roughness. Thus, the velocity at any height decreases as the surface

roughness increases (See Figure 3.1). If the speed of wind for a particular

terrain is known, Equation 3.2 and Table 3.2 can be used to calculate the

wind speed at some other terrain.

3.4 Turbulence of wind

Short term variations in wind speed are also important in the design and

evaluation of winds. For simplicity, we can regard the instantaneous wind

speed U(t) as quasi-steady component U and a turbulent fluctuations u(t)

about this mean wind value.

U(z, t) = U(z) + u(z, t) (3.4)
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The quasi-steady state value is given by averaging over an appropriate

period of time. Over this same period we characterize the variability of the

wind by the variance of U(t), which is equal to the mean square value of u(t)

in Equation 3.4.

An indication of the gustiness at a given site is provided by a parameter,

known as the turbulence intensity, denoted I. This is defined as

I(z) =
σ(z)

U(z)
(3.5)

An overall measure of the intensity of turbulence is provided by the root

mean square value. Thus, the longitudinal component of the turbulence is

σ(z) =

[
1

T0

∫ T0

0

u2(z, t)dt

] 1
2

(3.6)

where T0 is the averaging period.

3.5 Wind modeling

There are many mathematical models of wind turbulence spectrum ([19], [16],

[7], [20], [40]). Wind power spectrums are expressed in a non-dimensional

form, so we computed normalized power spectral density nS(n)/u2∗ and nor-

malized frequency nz/U(z).

In this section, we present a comparative study of these spectral densities.

The formulae for the spectral densities are summarized as follows.

• Kolmogorov [41]:

nSu(n)

u2∗
= 0.26f−2/3 (3.7)

where n = the frequency in hertz,

u∗ = the friction velocity,

f = nz/U(z) is the reduced frequency,

U(z) = the mean wind speed at height z.

• Davenport [7]:

nSu(n)

u2∗
=

4.0x2

(1 + x2)4/3
(3.8)
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where x = 1200n/U(z)

• Kaimal [20] and Simiu [40]:

nSu(n)

u2∗
=

200f

(1 + 50f)5/3
(3.9)

where f = nz/U(z)

The turbulence spectral density functions formulated to date have spe-

cific advantages and drawbacks. For example, Davenport’s spectrum has no

relationship with height above the ground, whereas the spectrum proposed

by Kaimal and Simiu depends on the altitude and it can be applied to both

low-frequency and high-frequency spectrum areas.
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Table 3.1: Beaufort wind force scale.

Beaufort Force Description Wind speed (km/h) Illustration

Force 0 Calm < 2

Force 1 2− 6

Force 2

Light

7− 12

Force 3 13− 19

Force 4

Moderate

20− 30

Force 5 Fresh 31− 40

Force 6 41− 51

Force 7

Strong

52− 62

Force 8 63− 75

Force 9

Gale

76− 87

Force 10 88− 103

Force 11

Storm

104− 117

Force 12 Hurricane ≥ 118
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Table 3.2: Typical values of surface roughness length z0 and power law expo-

nent α, for various types of terrain.

Type of terrain z0 α

Mud flats, ice 10−5 to 3× 10−5

Calm sea 2× 10−4 to 3× 10−4

Sand 2× 10−4 to 10−3 0.01

Mown grass 0.001 to 0.01

Low grass 0.01 to 0.04 0.13

Fallow field 0.02 to 0.03

High grass 0.04 to 0.1 0.19

Forest and woodland 0.1 to 1

Built up area, suburb 1 to 2 0.32

City 1 to 4
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Chapter 4

The General Form of Wind

Modeling

4.1 Background

Wind is a very complex phenomenon because many flow situations can arise

from the interaction between wind and objects. Thus, it is challenging to

mathematically model wind. However, wind can be considered to possess

stationary characteristics that can be described using statistical terms. Com-

puter graphics has produced several wind models for simulating the motion of

natural objects in wind. Most studies [39], [44], [32], [18] typically make use

of stochastic approximations in wind modeling and consider simulations only

in the frequency domain. To realistically model wind, experimental data and

statistics can be used from other fields, e.g., structural engineering and wind

engineering.

One purpose of this thesis was to construct a wind model using our data

measurements of actual wind and employing theoretical approaches used in

structural engineering. Structural engineering involves the study of strong

winds that might cause damage and destruction of structures. In computer

graphics applications, we need to realistically simulate different kinds of wind

conditions such as breezes or gusts by controlling specific parameters in wind

models. We need also to describe a simple approach for constructing wind
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Figure 4.1: General flow diagram of our approach

fields with realistic turbulent winds that share similar characteristics with

actual measured winds.

Figure 4.1 shows a general flow diagram of our proposed approach. This

section includes time history data collected for the mean wind speed in the

Morioka area of Japan. As shown in Figure 4.1, we formulate a suitable wind

turbulence spectrum in the frequency domain using theoretical approaches for

wind engineering. Wind velocity time series were generated using the Fourier

transform approach in conjunction with the proposed wind spectrum. We

were able to generate winds with the requisite characteristics for use in time-

domain response prediction of flexible objects, by employing the best-fitted

formulation for the wind power spectrum.

4.2 Measurements of wind speed

Mean wind speed time series were obtained for the Morioka area of Japan and

used as an experimental basis for this fundamental study on wind modeling.

The wind speed data were collected with a hot-wire anemometer (see ref-

erences in Appendix A1, “Lutron AM-4207”) at a rate of 1 Hz. We selected
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Figure 4.2: Time histories for sample cases

three sets of data from the numerous wind samples based on the criteria that

the sample cases can depict different wind characteristics in computer anima-

tions.

Each dataset had a sampling interval of 1 s and contained 1024 data points.

The first case (Case 1) was measured in the suburbs at the top of a small hill,

whereas other two cases (Case 2 and Case 3) were recorded around Morioka

City, Iwate Prefecture. Time histories for the selected three cases are shown

in Figure 4.2. All three cases were measured at a height of 3 m above the

ground. Cases 2 and 3 shared the same terrain roughness with tall buildings

and trees.

The statistical measurements and estimates of the wind profile parameters

for the selected cases are summarized in Table 4.1

Table 4.1: Wind data measurements for Morioka area of Japan

Date/Time Terrain z z0 U(z) Û(z) σu u∗ Iu(z)

m m ms−1 ms−1 ms−1 ms−1

Case 1 2009/07/06 Suburban 3 0.3 3.81 6.7 1.1 0.66 0.28

Case 2 2010/03/13 City 3 0.7 2.2 6.0 1.03 0.6 0.46

Case 3 2009/12/13 City 3 0.7 1.16 3.5 0.68 0.31 0.79
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(a) Case 1 (b) Case 2 (c) Case 3

Figure 4.3: Power density spectra for sample cases

4.3 Analysis on measured data

For each group, Table 4.1 lists the following: the date and time, terrain in

each case, measured height above the ground, roughness length, mean wind

speed U , maximum wind speed Û , dispersion σu, friction velocity u∗, and

wind turbulence intensity I.

The power spectral density (PSD) function, also referred to as a power

spectrum, is another important function for describing the characteristics of

wind. A spectral density function is denoted by Su(n), where the variable n is

the frequency. In each case, we computed the square of the amplitude, A2(n),

using the fast Fourier transform (FFT). The power spectral density of the

wind velocity is calculated as S(n) = A2(n)/∆n, where ∆n is the sampling

frequency fs multiplied by the number of data points N used in the FFT.

Figure 4.3 shows the power spectra using the log-log method for our sam-

ple cases. As shown in Figure 4.3, the logarithmic slopes of the spectra are

different, depending on the characteristics of the winds and terrains. The

relationship between Su(n) and n appears as a straight line in this graph. In

Case 1, Su(n) is proportional to n−1.579 in the inertial subrange portion of the

spectrum, whereas Su(n) is proportional to n−1.392 in Case 2.

4.4 General form of wind spectrum

In order to develop a more suitable wind power spectrum for our measured

data, we consider a more general form of spectrum model suggested by [30].
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(a) Case 1 (b) Case 2 (c) Case 3

Figure 4.4: Normalized power spectra for sample cases compared with spectra

of Kaimal and Simiu

nSu(n)

u2∗
=

Afγ

(1 +Bfα)β
(4.1)

To determine the unknown coefficients A, B, α, β, and γ, we applied the

following four criteria from [30] to the model:

γ − αβ = −2/3

fm =

(
1.5γ

B

)1/α

Gm = A

(
1.5γ

B

)γ/α
(1 + 1.5γ)−β

σ2

u2∗
=

1.5A

B

where fm is the observed position of maximum and Gm is the observed value

of the maximum.

The first criterion determines the slope of a high-frequency asymptote,

according to Kolmogorov’s law. The second and third criteria provide ob-

served positions and observed values where the model maxima coincide. The

fourth criterion is called the integral criterion. A and B determine the spectral

frequency range, whereas α, β, and γ determine the spectral shape.

Using these criteria, a total of five unknowns are reduced to two unknowns.

The remaining two unknowns are approximated using the Gauss-Newton it-

erative algorithm until the best agreement between the original and proposed
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spectra is reached. The estimated values of parameters for our data cases are

listed in Table 4.2.

Table 4.2: Estimated values of parameters.

A B α β γ

Case1 83762 20941 1.78 1.57 2.1

Case 2 8283 2071 1.70 1.62 2.1

Case 3 5314 1329 1.77 1.56 2.1

Figure 4.5 shows the proposed spectrum estimated using the correspond-

ing parameter values listed in Table 4.2. As shown in Figure 4.5, the proposed

spectrum of wind turbulence for Case 1 has a peak value at a very low fre-

quency of around 0.006 Hz, whereas the spectrum suggested by Kaimal and

Simiu has a peak value at 0.02 Hz.

4.5 The proposed method

4.5.1 Wind simulation

The time series simulation of wind velocity fluctuations produced in our study

uses the best-fitted wind power spectrum extracted from our measured data.

Any random signal with varying frequency can be represented using the FFT

method [25], [49]. The Fourier coefficients associated with this FFT are ob-

tained using Gaussian random numbers, with zero mean and a specific stan-

dard deviation. We set the standard deviation of randomly generated numbers

to the same as those found in the measured wind velocity data.

In the previous section, we formulated a wind power spectrum for a general

case and estimated turbulence spectrum parameters. Hence, our generated

wind velocity time series will be characterized by their spectral densities as

Su(n) =
u2∗Af

γ

n (1 +Bfα)β
(4.2)

where f = nz/U(z).
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(a) Case 1 (b) Case 2 (c) Case 3

(d) Simulated winds for Case 1

(e) Simulated winds for Case 2

(f) Simulated winds for Case 3

Figure 4.5: (Left) Proposed spectrum with spectrum of Kaimal and Simiu and

the original wind spectrum for each sample case; (Right) Simulated winds for

each sample case
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We added the steady mean wind component (slowly varying component)

after calculating the longitudinal wind turbulence from the mean wind speed.

Figure 4.5 shows the simulated wind time series for the measured wind

time histories. Figure 4.5 shows that the simulated wind constructed with

the spectrum of Kaimal and Simiu ([20], [40]) has a larger variation from

the measured data and our estimated data. The wind velocity simulation

generated using our proposed estimation had similar wind characteristics to

that found in the measured wind velocity data.

A consideration of wind profile parameters such as measured height above

the ground, mean wind speed, roughness length, and frictional velocity in the

estimation of wind turbulence spectrum provides a better approximation in

the simulation of wind.

4.5.2 Wind field construction

Wind engineering commonly uses algorithms to simulate turbulent windy

fields, which are based on a model of the spectra for atmospheric surface-

layer turbulence during high winds. Generally, it is possible to simulate two-

or three-dimensional fields using one, two, or three components by employing

empirical forms of one-point spectra. The data analyzed for this part of the

study consisted of velocity measures at a single point with a turbulent flow

fluctuation.

We ignored spatial correlations between points in order to simplify the sim-

ulation of wind velocity fields. Overall, two-dimensional velocity fields were

simplified into many one-dimensional velocity fields. Thus, our approach for

constructing wind fields considered wind-speed time series at several points

in a plane perpendicular to the mean wind direction, which propagated the

time series in the mean wind direction at the mean wind speed (using Tay-

lor’s frozen turbulence hypothesis). For the sake of simplicity, we construct

two-dimensional wind fields containing two components of the wind veloc-

ity fluctuations. For the longitudinal component of the wind turbulence, we

applied the estimated wind power spectrum because it fits well with our mea-

sured data, as shown in the previous section.

Technical constraints meant that the spectrum of the horizontal-lateral

component of wind turbulence, v(t), used Equation 4.3, as suggested by [20]

and slightly modified by [41].
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nSv(n)

u2∗
=

15f

(1 + 9.5f)5/3
(4.3)

where f = nz/U(z).

Generally, any given wind field can be described using the long-term change

and short-term change in the velocity field. The long-term change in velocity

is determined by steady mean flow and long-term fluctuation of velocity. The

short-term change in velocity is characterized using the turbulence spectrum

of the wind. Thus, we investigated steady mean flow based on the short-term

turbulence.

The long-term history of wind fluctuations can be set by the animators in

a practical animation. In this study, we used a low-pass filter of the observed

spectrum from our measured data to determine the long-term history of the

wind. Short-term turbulence of the horizontal longitudinal component near

the surface was computed using Equation 4.2 with the estimated parameters

listed in Table 4.2.

The implementation steps for the wind field simulation are described as

follows.

• Step 1: Estimate the longitudinal velocity spectra from the measured

data at a single point.

– Initialize 1D data array using the measured wind speed data, with

a mean of 0.

– Evaluate PSD, Su(n) in the spectral domain by applying 1-D Fourier

transform.

– Calculate friction velocity u∗ using Equation 3.3, with a given mean

wind speed, roughness, and height measured above the ground.

– Evaluate the normalized PSD, nSu(n)/u2∗.

– Estimate parameters A, B, α, β, and γ in Equation 4.1, for the

given criteria.

• Step 2: Evaluate the wind turbulence spectrum for each wind velocity

component. For the 2D wind velocity field:
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– Initialize the 2D array Su[M ][N ] with a longitudinal velocity spec-

trum given by Equation 4.2, to simulate a wind time series of length

N at M different locations.

– Initialize the 2D array Sv[M ][N ] with a horizontal lateral velocity

spectrum given by Equation 4.3.

– Multiply random phase exp(ϕ) by both Su[M ][N ] and Sv[M ][N ],

where ϕ is a uniform random number from −π to π.

• Step 3: Determine the long-term history of the fluctuation.

– Apply the measured wind spectrum calculated in Step 1.3, to de-

termine the long-term fluctuation of the wind history.

– Replace the longitudinal velocity spectrum, Su, with the measured

wind spectrum for very low frequencies.

• Step 4: Apply 1-D inverse Fourier transform M times for each wind

component:

– IFFT1D(Su)

– IFFT1D(Sv)

Once we determine the long-term history from our measured data, our

simulated field is strongly correlated in the low-frequency range and there

are random fluctuations in the higher frequency range. The variation of the

fluctuations will be very similar to the measured wind velocity. Simulated

winds at two different locations are shown in Figure 4.6. We generated a

correlated time series with a length of N = 1024 at two different locations in

the simulation of wind fields for sample Case 1. The simulated wind field is

shown in Figure 4.7. We assumed that the selected number of positions were

perpendicular to the direction of the mean wind.

The time consumption for the overall steps is proportional to the total

number of locations M in the simulation. The time required to perform the

FFT is O(N log2N).
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(a) Actual wind

(b) After low-pass filtering

(c) Simulated winds at two locations

Figure 4.6: Steps in wind field simulation: (Top) actual wind history, (Middle)

result of low-pass filtering, and (Bottom) simulated winds at two different

locations
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(a) (b) (c)

Figure 4.7: Simulated wind fields for sample Case 1 when M = 16 and N = 16

(Turbulence travels in the mean wind direction).

4.6 Animation of grass field

To simulate the effects of wind turbulence on flexible objects, we considered

a field of grass blowing in the wind. Our purpose was to simulate grass that

waves realistically in the wind.

4.6.1 Grass model

In this section, we describe a simple yet visually convincing grass simulation

based on our wind field model described in the previous section. We consid-

ered detailed modeling of individual blades of grass in this study. For large

meadows, this will of course require large number of polygons.

Here, we apply a simple but useful solution that meets the condition of

representing the deformation caused by the influence of wind velocity. In

our grass field simulation, grass blades were built using the Bantam3D Grass

application [31]. This application easily creates ground cover and stores the

data in an object file format.

A standard grass blade is copied many times to create the ground cover.

We made the copies look slightly different from each other, in order to simulate

nature. A grass blade is defined by

• the curve of the grass blade

• the size and rotation
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(a) (b)

(c) (d)

Figure 4.8: Ground covers created using Bantam3D Grass application.

• the color of the blade

Samples of ground cover created using the Bantam3D Grass application

are shown in Figure 4.8.

The parameters of created ground covers for Figure 4.8 are summarized in

Table 4.3.

4.6.2 Grass animation

In order to achieve a highly realistic animation, we used a calculation based

on our simulated wind field. This calculation also took into account the po-

sition to be moved. The direction and strength of the prevailing wind were

also important factors. Lower points of the blades are fixed at a given loca-

tion, whereas the upper points are shifted in the mean wind direction by the

estimated wind velocity.
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Table 4.3: Parameters for Figure 4.8.

Object type Num. of nodes / obj. Num. of objects

Figure 4.8(a) Grass blade 6 1000

Figure 4.8(b) Grass blade 6 1000

Wheatgrass blade 12 500

Figure 4.8(c) Grass blade 6 1000

Daisy white flower 12 1000

Figure 4.8(d) Grass blade 6 1000

Wheatgrass blade 12 500

Daisy white flower 12 1000

The middle points of the blades control the deflection and bending of the

grass blade depending on the transition of the upper points. We wanted to

draw numerous grass blades at one time, so the blades had to vary from time

to time to make the grass blades look slightly different. Therefore, we applied

different shades of green and yellow to provide a better differentiation of single

blades.

A linear arrangement of grass blades would immediately make the struc-

ture recognizable. Therefore, we positioned the grass blades randomly. The

length of the grass blades was also chosen randomly. In the simulation of grass

animation, we did not consider stiffness and the clumping of grass blades for

the sake of simplicity.

We use Taylor’s frozen turbulence hypothesis to interpret a time series as

a space series. Taylor’s hypothesis is a widely accepted assumption and can

be expressed for the two-dimensional case as follows:

u(x, y, t) = u(x− t · U, y, 0) (4.4)

The advantage of using this hypothesis is that the dimensionality of the

data can be reduced from three to two.

As stated in Chapter 4.3, our measured data was collected at a height

of 3 m above the ground. Therefore, we decreased the wind velocity at the
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height of grass based on Equation 3.2 in the grass animation. Animation

frame sequences of the grass field for the sample Case 1 is shown in Figure

4.9. Figure 4.10 shows screenshots of grass fields from various view angles.

Figure 4.11 shows the effects of wind turbulence travelling along the mean

wind direction.

4.6.3 Performance results

We chose a grass field to visualize wind fields simulated by our approach. In

our grass field animation, we considered three kinds of grass blades as shown

in Figures 4.9 and 4.10. Figure 4.9 shows grass fields under different wind

forces. Figure 4.10 shows screenshots of grass field animation showing the

effects of wind turbulence traveling along the mean wind direction. From the

experiments, our simulated grass field illustrates effects that are very similar

to natural grass fields. Finally, in Figure 4.11, we show different grassland

scenes.

Computational performance for Figure 4.10 is as follows: (a) 64.85, (b)

61.93, (c) 34.28, (d) 23.71 (fps). The computer environment used was a 3.0

GHz Intel Core 2 CPU, with a NVIDIA GeForce 9400 GT video card and

2GB of memory.
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(a) No wind

(b) Gentle breeze

(c) Turbulent wind

Figure 4.9: Grass field under different wind forces.
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Figure 4.10: Screenshots of grass field animation showing the effects of wind

turbulence traveling along in the mean wind direction.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 4.11: Different grassland scenes under wind effects.
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Chapter 5

Noise-based Non-frozen Wind

Field Generation

5.1 Background

In this section we present a simple method to generate three-dimensional

frozen and non-frozen turbulent wind fields for use in the animation of wind-

induced motion. Our approach uses 1/fβ noise to match the characteristics of

natural wind. By employing a noise-based approach, the complexity as well as

computational cost is reduced. Additionally, by considering key characteristics

of actual wind that are applied in the structural engineering field, our proposed

method is able to produce plausible results in outdoor wind field simulations.

In this paper, we describe the implementation results of our proposed method

and compare them with other existing approaches used to construct turbulent

wind fields. The implementation and visualization are carried out for both

two- and three-dimensional scenarios and compared with the results of other

well-known methods.

The rest of the section is organized as follows: we start with discussion of

the key characteristics of wind considered in the structural engineering field.

In this section, some experimental data from previous section is included to

illustrate the natural characteristics of wind predicted in an intuitive manner.

Then, we introduce our proposed two-dimensional and three-dimensional wind
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field model by comparing it to well-known methods. Finally, implementation

and visualization results are described.

5.2 Characteristics of wind

Without a turbulent wind field, animations would lack a natural chaotic look,

which is an important characteristic of most natural phenomena.

Here, we describe some fundamental characteristics and laws used as the

theoretical basis of our research.

In general, the velocity of wind may be represented in vector form as

U(z, t) = U(z)i+ u(z, t)i+ v(z, t)j + w(z, t)k (5.1)

where u, v, and w are the fluctuating components of gust along the x−, y−,

and z−axes (longitudinal, lateral, and vertical axes) and U(z) is the mean

wind along the x−axis. The fluctuating component along the mean wind

direction, u, is the largest, and it is therefore the most important parameter

pertaining to wind.

To study turbulence using a continuous record of measurements at a single

point, we need to assume that the turbulence is frozen at a point. Several

mathematical models describe the wind power spectrum as shown in previous

sections. Some of them have been suggested by von Karman, Kolmogorov,

Davenport, Kaimal, etc. For example, the wind speed turbulence spectrum

in the along-wind direction was described by Kolmogorov as:

nSu(n)

u2∗
= Cf−2/3 (5.2)

where n is the frequency in Hz, C is a constant, u∗ is the friction velocity,

f = nz/U(z) is the normalized frequency, and U(z) is the mean wind speed

at height z.

A general form of the wind turbulence spectrum model was suggested by

[37].

nSu(n)

u2∗
=

Af

(1 +Bfα)β
(5.3)

The spatial description of turbulence is characterized by a coherence func-

tion [38], whereas the turbulence model for a single point in space can be
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Figure 5.1: Measured wind speed history data in the along-mean-wind direc-

tion at a point in space and the corresponding power spectrum

described by Equations 5.2 or 5.3. Turbulence is often associated with wind

shear. Wind shear refers to the change in the wind speed or direction with

atmospheric elevation.

To describe the characteristics of natural wind, the time history data for

the along-wind direction is discussed in this section. The wind speed data

were recorded using a hot-wire anemometer at a rate of 1 Hz with a sampling

interval of 1 s. The data contained 1024 data points. We measured the data

at a height of 2 m above the ground in a suburban area. The mean wind speed

from the collected data was found to be 3.81 m/s. That is, U(2m) = 3.81

m/s and z0 = 0.3. Figure 5.1(a) shows the time history of the measured

wind speed and Figure 5.1(b) illustrates its power spectrum in a log by log

representation.
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At first glance, the wind time-series resembles an irregular, noisy mess.

However, as shown in Figure 5.1(b), the slope of the power spectrum for the

actual wind data resembles 1/fβ-noise when β = 1.58(≈ 5.0/3.0).

Because “1/f-like” noises are quite prevalent in nature, we apply fBm noise

while modeling our wind field (15). 1/fβ noise is an intermediate between

white noise with no correlation in time and random walk (Brownian motion)

noise with no correlation between increments. In general, a process with

a spectral density proportional to 1/fβ corresponds to fBm for which β =

2H + 1.

S(f) =
1

fβ
(5.4)

where the parameter H describes small-scale noise roughness.

In the next section, we describe our proposed approach in more detail for

constructing a wind field based on fBm noise by considering the characteristics

of actual wind.

5.3 Wind field model

5.3.1 Comparison with well-known approaches

Turbulent wind fields are modeled as stochastic processes. [39] employed a

stochastic process and applied Fourier synthesis to derive a wind field in the

spatiotemporal frequency domain and inverted the result to obtain a periodic

spacetime wind field. [44] employed the same paradigm but they were mainly

concerned with coupling the wind field model with microscopic interaction of

gaseous and fluid phenomena. In contrast, [39] were mainly concerned with

coupling the wind field model with macroscopic physical models of rigid or

deformable objects. Both wind field models, however, can be applied to a

wide range of phenomena.

Both the methods mentioned above adopted the wind field model used

in the structural engineering field; this model considers the characteristics of

wind. In [39], Shinya and Fournier used the experimental formulation of the

power spectrum of wind in uniform fields and applied Davenports exponential

coherence functions [38] to build a spatially correlated turbulent field. The
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coherence function is used for all three wind directions. In [39], Shinya and

Fournier selected power spectra for each of the following wind components:

u, v, and w. The spectra were respectively referred to as Su, Sv, and Sw, and

are given by the following equations:

Su = C0200(v/f)/(1 + 50v)5/3

Sv = C015(v/f)/(1 + 9.5v)5/3

Sw = C03.36(v/f)/(1 + 10v5/3)

(5.5)

where f is the temporal frequency in Hz, v = fz/U(z), z is the height of

the observation point from the ground, and U(z) is the mean wind velocity

at that point. To simplify the wind field model, Shinya and Fournier applied

Taylor’s frozen turbulence hypothesis.

Unlike [39], Stam divided the wind field into a large-scale component and

a small-scale component. The small-scale term is modeled by random vector

fields by considering the cross-correlation between different components of the

velocity field at two different points in space-time. Additionally, the structure

of a velocity field is entirely determined by Kolmogorov’s energy spectrum.

Moreover, instead of invoking Taylor’s hypothesis, Stam and Fuime modeled

the temporal frequency according to the energy spectrum function as well as

the temporal spread function.

Additionally, the two methods mentioned above produce spatiotemporal

wind velocity fields by accounting for spatiotemporal auto-correlation.

5.3.2 Important steps in constructing the wind field

To describe and compare our approach, we outlined the important steps and

the differences between the abovementioned approaches [39] and [44].

• Stam and Fiume assume that a velocity field is homogenous in space

and stationary in time, which implies that the corresponding cross cor-

relation only depends on the difference between the two points and the

difference between the two times.
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• Stam and Fiume assume that the velocity field is spatially isotropic.

Thus, the cross-correlation functions only depend on the distance be-

tween the points.

• The structure of a velocity field in [44] is determined by its energy spec-

trum function (via its cross-spectral density functions).

• The approach of Stam and Fiume uses the best-known Kolmogorov en-

ergy spectrum, whereas Shinya and Fournier use the wind turbulence

spectrum model, which is determined using experimental data and given

by Equation 5.5.

• Instead of invoking Taylor’s hypothesis in [39], Stam and Fiume model

the temporal frequency dependence of the energy spectrum using a tem-

poral spread function.

• Before computing the velocity field in the frequency domain, Shinya

and Fournier implement Fourier transform to reduce spatial dependence,

whereas Stam and Fiume compute transformed kernels in terms of cross-

spectral density functions by inserting expressions for Fourier velocity

components.

• The velocity field is then obtained by taking the inverse Fourier trans-

form for each wind component.

5.4 Our approach

Our fBm-based wind field model does not cover cross-spectral density func-

tions applied in the approaches [39], [44] mentioned in the previous section.

We construct the wind field directly from the power spectral density functions

by applying higher dimensional fBm noise. Therefore, our approach is quite

simple as compared to the existing approaches. Figure 5.2 shows a graphical

representation of our noise-based non-frozen wind field generation approach.

Additionally, we consider the key characteristics of natural wind employed

in the structural engineering field in our wind field modeling approach. Our

approach provides an intuitive description of wind parameters and allows ani-

mators to control the wind field by using those parameters. It also constructs
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Figure 5.2: A graphical representation of our proposed approach

spatially as well as temporally varying 2D and 3D wind fields and shows a

comparison of the visualization results of the two approaches mentioned above.

5.4.1 Consideration of power spectral density

Since we use higher dimensional fBm noise data, we employ the PSD function,

which is given as follows.

S(f1, ..., fn) =
A(√∑n

i=1 f
2
i

)β+(n−1)
(5.6)

where n is the dimension of the wind field and β is the slope of the power

spectrum. The algorithm developed by [49] is the main point of reference for

the generation of 1/f noise.

5.4.2 Physical meanings of wind field model parameters

If we adopt the wind power spectrum model suggested by Kolmogorov and

given by Equation 5.2, the intuitive meanings of parameters A and β can be

derived from the following equation:
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Su(n) = u∗
2

(
U(z)

z

) 2
3 C

n5/3
(5.7)

In our model, we determined the parameter values of A and β with small

modifications, given as follows:

Au = u∗

(
U(z)
z

) 2
3

β = 5.0/3.0
(5.8)

When we used the wind turbulence spectrum model, we assumed that the

constant C is equal to 1 and omitted the degree of the power of friction velocity

because our model was highly sensitive when we presumed the friction velocity

as a degree of power, as defined in other wind field models. Usually wind

spectrum models describe strong wind turbulence at high altitudes. However,

in outdoor scenery simulations, we need to simulate winds closer to the ground.

From Equation 5.8, we can describe the physical meaning of a parameter A

in the along-mean-wind direction in terms of wind characteristics, where z is

the observed height above the ground, u∗ is the friction velocity, and U(z) is

the mean wind velocity at a height of z.

The lateral and vertical turbulence components are generally lower in mag-

nitude than the corresponding longitudinal value. Thus, the following simple

relationships are applied to the parameter value of A for the other two direc-

tions of wind velocity [17]:

Av = 0.88Au

Aw = 0.55Au

(5.9)

The parameter β can vary depending on the characteristics of wind as well

as the velocity component of wind. Generally, the parameter β is selected

as 5.0/3.0 according to Kolmogorov’s law applied in the along-mean-wind

direction. Also, the friction force u∗ can be derived from Equation 3.3. To

determine the friction force u∗ we must know the mean wind speed U(z) at a

height of z above the ground and the terrain roughness z0. Typical values of

terrain are provided in Table 3.2. Animators can use Table 3.2 as the reference

to control the wind field while simulating a specific type of wind depending

on the terrain roughness and the height of the observation point. In Chapter
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5.4.4, we illustrate the influence of parameters on the simulated wind fields

for various terrain conditions at different heights.

5.4.3 Implementation steps

We now describe the implementation steps involved in the calculations made

in our proposed approach.

• Step 1: Determine characteristics of wind fields by defining wind pa-

rameters such as mean wind speed U(z) at the given height z and the

terrain roughness z0.

• Step 2: Calculate friction force using Equation 3.2.

• Step 3: Calculate parameter values of Au, Av, and Aw, as defined in

Chapter 5.4.2, for each wind velocity component.

• Step 4: Select parameter β as 5.0/3.0 according to Kolmogorov’s law

applied in the along-mean-wind direction.

• Step 5: Construct wind power spectrums for each wind direction ac-

cording to Equations 5.6, 5.8 and 5.9.

Su(f1, ..., fn) = Au(√∑n
i=1 f

2
i

)βu+(n−1)

Sv(f1, ..., fn) = Av(√∑n
i=1 f

2
i

)βv+(n−1)

Sw(f1, ..., fn) = Aw(√∑n
i=1 f

2
i

)βw+(n−1)

(5.10)

• Step 6: Apply inverse Fourier transform based on the dimension of the

simulated wind field for each wind component:

– IFFTnD(Su)

– IFFTnD(Sv)

– IFFTnD(Sw)

• Step 7: Employ Taylor’s frozen turbulence hypothesis to generate frozen

wind fields, if required.
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Figure 5.3: Simulated winds at different parameter values

5.5 Results

This section briefly describes the experimental results obtained by construct-

ing specific types of wind fields according to the terrain and height pertaining

to the selected parameter values that are listed in Table 3.2, as illustrated in

Chapter 3. 3.

In our experiments, we simulated winds for different terrains. In the first

case, we constructed winds in suburban area. In the second case we considered

terrain as an open area. In our simulations we also examined the elevation

of the observation points. This could be used in graphical outdoor scenery

simulations. The simulated winds are illustrated in Figure 5.3 with the se-

lected wind parameters. As shown in Figure 5.3, wind turbulence has a strong

dependence on terrain roughness and the elevation of the observation point

for a given mean wind speed. Wind is more turbulent in suburban areas than

in open areas.
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Figure 5.4: Algorithm overview of our proposed method for generating non-

frozen 3D wind field.

5.5.1 Wind field simulation and its visualization

In this section, we illustrate the simulation of 3D non-frozen turbulence and 2D

frozen turbulence wind fields and compare our results with those obtained by

other well-known approaches. To demonstrate the turbulence of 3D velocity

fields, we used an RGB color combination that corresponds to the magnitude

of the velocity components u, v, and w. For example, the color value R

determines the strength of the u component in the simulated wind field at a

given point. Further, in our illustration, the direction as well as magnitude of

velocity is depicted by a line (see Figure 5.4).

5.5.2 Performance results

The visualization results of simulated wind fields are shown in Figure 5.5 and

Figure 5.6. Table 5.1 and Table 5.2 show a comparison between our approach

and other approaches in terms of method complexity and computational cost.

Note that performance measurements were obtained using a computer with

Intel Core (3.0GHz) processor and 2GB of RAM and measured in milliseconds.
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Figure 5.5: Three-dimensional non-frozen turbulent wind fields 324. Screen-

shots of simulated three-dimensional wind velocity fields. (Left) by our ap-

proach. (Right) by Stam and Fiume’s approach.
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Figure 5.6: 2D frozen turbulent wind fields (64 × 64). (Left) Screenshots of

simulated 2D wind velocity fields by our approach. (Right) Screenshots of

simulated 2D wind velocity fields by Shinya and Fournier’s approach.
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Table 5.1: Performance results of 2D frozen turbulent wind fields.

Size 512× 512 Size 1024× 1024

Our approach 359 ms 2438 ms

Shinya et al. [1] 493 ms 2969 ms

Table 5.2: Performance results of 3D non-frozen turbulent wind fields.

32× 32× 32× 32 64× 64× 64× 64

Our approach 3250 ms 64297 ms

Stam et al. [1] 4188 ms 83158 ms

Figure 5.7: The running time of generating wind fields. Measured in millisec-

onds and obtained with Intel Core (3.0GHz)
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Chapter 6

Applications of Noise-based

Non-frozen Wind Field

Our noise-based wind fields can be applied to a wide range of phenomena.

In this section, we show the effects of our noise-based non-frozen wind fields.

Moreover, we propose a simple approach for visually simulating fire and mod-

eling the effects of winds on cloth.

6.1 Animation of grass field

We chose a grass field to visualize two-dimensional wind fields. Our purpose

is to simulate grass that wave realistically in the wind. We should consider a

detailed modeling of the individual blades of grass to simulate a grass field.

For larger meadows, it would require the number of polygons. Therefore we

apply a simple but useful alternative that meets the condition of representing

deformation caused by the influence of wind velocity.

Grass blade is seldom a straight line. In nature, each grass blade is curved

slightly. So in our simulation, grass blades are built by Bezier curves. A

typical grass blade will be copied many times to create the ground cover. We

will make the copies look slightly different from each other in order to simulate

nature. Sample curves of the typical grass blade are shown in the Figure 6.1.

In order to achieve a highly realistic animation, we use a calculation based

on our simulated wind field. This calculation should take into account the
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Figure 6.1: Sample curves of a blade of grass

position that has to be moved. Also, the direction and strength of the pre-

vailing wind will be factors. The lower control point of the curve will be fixed

at the given location while the upper control point is shifted along the mean

wind direction by the estimated wind velocity. The middle control point of

the curve manipulates the deflection and bending of the grass blade depending

on the transition of the upper control point.

Since we want to draw numerous of grass blades at a time, the curves

must vary from time to time to make the grass blades look slightly different.

Therefore, we apply different shades of green and yellow to get a better dif-

ferentiation of single blades. For the shading, we computed two-dimensional

fBm noise to determine the color intensities of the grass blades (See Figure

6.2).

A linear arrangement of the grass blades would immediately make the

structure recognizable. Thus, we position blades randomly. As well as the

length of the grass blades is chosen randomly. In the simulation of grass

animation, we did not consider the stiffness and the dumping of grass blades

for the sake of simplicity.

Figure 6.2 shows a procedure for animating a grass field by using our

simulated turbulent wind fields. For large-scale scenery simulations such as

those of grass fields, it is better to use Taylor’s frozen turbulence hypothesis

to decrease the dimensionality of space. We compared the result of our grass

field simulation and its wind velocity field with the results obtained from

Shinya and Fournier’s approach (see Figure 6.3). From the experiments, our

simulated grass field illustrates effects that are very similar to natural grass

fields as well as the simulated fields obtained by Shinya’s approach.
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(a)

(b)

(c)

Figure 6.2: A process for simulating grass field animation. (a) 2D turbulent

frozen wind field generated by our approach (b) grass field is built by a simple

Bezier curve (c) grass field animation.
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Figure 6.3: Top views of grass fields generated by the corresponding 2D frozen

turbulent wind fields. (a) Grass field generated by our approach (b) Grass field

generated by Shinya and Fournier’s approach.
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Figure 6.4: Three-dimensional non-frozen turbulent wind fields (64×32×32×

64). Visualization by our approach.
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Figure 6.5: Three-dimensional non-frozen turbulent wind fields (64×32×32×

64). Visualization by Stam and Fiume’s approach
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6.2 Tracing particles

Particle systems can produce so much irregular, three-dimensional detail that

exact shading and visible surface calculations become infeasible. Particle sys-

tem represent objects as clouds of primitive clouds that occupy their volumes,

rather than using more classical surface-based representations such as poly-

gons, patches, and quadric surfaces. A particle system is not a static entity,

as its particles can move and change form with the passage of time. The

position, orientation, attributes, and dynamics of each particle are defined by

a set of constrained stochastic processes.

Therefore, we preferred tracing particles through the wind fields as a better

visualization method for 3D wind fields. Figure 6.4 shows screenshots for

particle tracing through the wind field simulated by our non-frozen 3D wind

field. Figure 6.5 shows results for particle tracing obtained by Stam and

Fiume’s approach.

The believability of a particle system depends on rendering as much as

it depends on the actual simulation of the behavior. Given the tremendous

amount of phenomena that can be modeled using particles, it shouldn’t be

surprising that many different rendering approaches exist.

A total of 30, 000 particles were traced through the wind field to show the

effects of wind field turbulence. We used very simple shading calculations.

Each particle is stochastically assigned an initial color that changes over time

according to a simple relationship that simulates lifespan of the particle.

6.3 Animation of cloth in the wind

In this section, we describe an implementation of some of the basic features

of a highly deformable object, such as a cloth-like object, in a wind. There

are many ways of simulating cloth. Finite element methods offer a physically

accurate approach that breaks the highly deformable object into elements,

often tetrahedral, over which partial differential equations are solved for the

stresses. Shape matching applies a penalty to parts of a model on the basis

of the distance from some optimal position, with the effect of driving the

object toward its original shape. Mass and spring models construct the highly

deformable object from a set of masses connected by weightless springs that
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apply forces to the masses in proportion to the compression or extension from

rest length.

The simulation method used in our animation of cloth is similar to a mass

and spring model, but rather than applying forces to the masses it applies

position and velocity corrections based on the work of [47]. To model cloth,

the particle system is modified with constraints. Nonetheless, the essence of

the simulation is a particle system.

6.3.1 Verlet integration

Typically, in implementations of particle system, each particle has two main

variables: its position pos = (x, y, z) and its velocity vel = (u, v, w). Then,

in the time-stepping loop, the new position posNew and velocity velNew are

often computed by applying the following rules:

posNew = pos+ vel∆t

velNew = vel + a∆t

where ∆t is the time step, and a is the acceleration computed using Newton’s

law F = m · a (where F is the total force acting on the particle).

Here, however, instead of storing the position and velocity of each particle,

we store the current position pos and the previous position posPrev. Keeping

the time step fixed, the update rule is then as follows:

posNew = 2.0 · pos− posPrev + a ·∆t2

posPrev = pos

This is called Verlet integration [48] and is used intensely when simulating

molecular dynamics. It is quite stable since the velocity is implicitly given.

By lowering the value 2.0 to something like 1.99 a small amount of drag can

be introduced into the system.

6.3.2 Solving constraints by relaxation

A common model for cloth consists of a simple system of interconnected

springs and particles. However, it is not always trivial to solve the corre-

sponding system of differential equations. It suffers from some of the same
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problems as the penalty-based systems. Strong springs leads to stiff systems

of equations that lead to bad performance, or even instability, and in turn

disappointment if only simple integration techniques are used. Conversely,

weak springs lead to cloth that looks elastic.

If we assume that our world is the inside of the cube (0, 0, 0)−(100, 100, 100),

we need to keep all positions inside the valid interval:

0 ≤ x ≤ 100

0 ≤ y ≤ 100

0 ≤ z ≤ 100

If we now extend the experiment to model a stick of length 10, then we

require a distance between two individual particles (with positions pos1 and

pos2) to be 10.

|pos2 − pos1| = 10

Although the particles may initially have been correctly placed, after one

integration step the separation distance between them might have become

invalid. In order to obtain the correct distance once again, we move the

particles by projecting them onto the set of solutions described by a constraint.

This is done by pushing the particles directly away from each other or by

pulling them closer together.

6.3.3 Cloth simulation

In our cloth simulation, rectangular cloth nailed at its top corner starts from

a vertical hanging position and flutters in a strong or light wind. Figure 6.6

shows the simulation results of cloth fluttering in the wind. The internal forces

acting on the cloth derived from spring and bending, which each apply both

elastic and damping forces. The external forces acting on the cloth are gravity

and wind.

We simulated a cloth-like object fluttering in our wind field with resolution

[32 × 32 × 32 × 32]. The simulation results were obtained using a computer

with an Intel Core (3.0 GHz) and NVIDIA GeForce 9400 GT video card. We

achieved a realistic looking cloth animation running at around 65 fps using

[64× 64] particle nodes.
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Figure 6.6: Animation sequences of cloth like objects in the 3D non-frozen

wind field (sequences from top to bottom and left to right)
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6.4 Animation of fire

In this section we present a simple technique for animating fire. Fire motion

is determined by the wind field model which is based on fBm noise functions.

Our method is very suitable for modeling the turbulent motion of an open

fire such as one depicting campfire. We model and render the flame of fire

and its spread on the basis of our wind field generation. For the visualization

purposes a simple particle tracer will be applied. We also discuss how to use

billboards to render flame of fire at interactive animation rates. Finally, some

believable animation results are overviewed.

6.4.1 Introduction

Fire is a dramatic element that requires maintaining a believable appearance.

Developing a visually convincing model of fire is among the most difficult and

attractive problems in computer graphics. There are multitudes of fires that

exist in the physical reality and have a wide range of visual representations.

With the very first computerized graphical fire simulation, Reeves [37] intro-

duced particle systems as a modeling, animation and rendering primitive. Due

to the discrete nature of particles, an enormous amount of them were required

to achieve good results. See Figure 6.7(a).

Nguyen et al. [27] present a purely physics-based method for modeling fire.

The simulation uses the incompressible Navier-Stokes equations to model the

hot gases, thereby also modeling the expansion effects caused by vaporization,

and the effect of buoyancy in supporting the elevation of smoke and soot (See

Figure 6.7(b)). Modeling fire in this manner is very complex and requires

a large series of complex equations to be solved on a large scale. Purely

physics-based simulations such as Nguyen et al. scale very poorly, thus making

animation of large fires extremely slow and inefficient.

Lamorlette et al. [23] introduce an entirely different sort of pre-rendered

fire simulator. In the simulation of animated motion picture movie, Shrek,

they use physics-based wind fields (Figure 6.8 (a)). Stochastic models of

flickering and buoyant diffusion reflect the appearance of the scene, and the

simulation allows for noise to be composed over the wind fields for enhanced
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(a) (b)

Figure 6.7: (a) Wall of fire from Star Trek II from Reeves et al. (b) The

sample image from Nguyen et al.

control over motion and scale. Other aspects of the simulation, such as com-

bustion spread, flickering, separation and merging are all manually controlled

through procedural mechanisms.

3D real-time fire finds its application in interactive applications. Only in

the past decade, however, has it become three-dimensionally feasible. Among

interactive applications, computer games, having had a need to represent ex-

plosions and fire, have been using graphical fire animations. Since that time,

hardware rendering speeds have increased exponentially, allowing for more

and more detailed special effects. Independent of computer gaming, Wei et

al. [50] proposed the use of texture splats (textures with a specified degree

of transparency) as their basic display primitive for the real-time fire simu-

lation (See Figure 6.8(b)). To achieve real-time performance, they utilized

a model known as the Lattice Boltzmann Model to simulate physics-based

equations describing fire evolution and its interaction with the environment

(e.g. obstacles, wind and temperature).

Perry et al. [35], and more recently Beaudoin et al. [2], both worked to

simulate the spread of fire on polygonal meshes. In their model, each flame

is constructed out of a series of hexagon particles stacked and scaled above

one another. The effect is very convincing on a small, candle-sized scale. The

results on any larger scale, however, are not quite so convincing.
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(a) (b)

Figure 6.8: (a) Image from Shrek modeled by Lamorlette et al. (b) A simple

campfire using texture splats from Wei et al.

Muller et al. [26] investigated real-time particle-based water rendering,

proposing a new method of handling surface tensions. The method was based

on Smoothed Particle Hydrodynamics and utilized Computational Fluid Dy-

namics for physics-based modeling. While fire and water are clearly not the

same, they share certain visual properties that make this work worthy of com-

parison. The visualization method used in rendering the water particle system

was a method known as point splatting. Using a volumetric approach such as

the marching cubes algorithm is not effective when dealing with an intangible

substance such as fire, which has no “surface”. Nevertheless the idea of point

splatting is not an unrealistic one to apply to fire visualization; it had been

applied with textures in the fire simulator created by Wei et al [50].

This section presents an alternative approach for simulating fire based on

our wind field generation. Our fire simulation method by no means provides

complete physical simulation. We expect fire to look complex and unpre-

dictable, while at the same time having a recognizable structure that defines

fire phenomena.

The simulation of fire can be broken into three non-overlapping parts:

modeling, animation, and visualization [28]. Particle systems are the most

widely used for fire model [29], [45]. Thus, we also use particle emitter sys-
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Figure 6.9: Basic idea of modeling fire

tems to create 3D fires. First, we adopt noise-based wind field generation

model realistically depicting nature of wind. In our approach, we implement

fractional Brownian motion (fBm) functions using a simple spectrum synthe-

sis based on FFT. The basic idea behind fire animation is that the force of

wind moves the fire blobs (particles) along the wind field to determine the

effects of fire. On the other hand, in our model, the particles play the role of

tracers in the field of turbulence for simulating fire. Finally, to complete the

system, we need to define a number of custom controls to govern placement,

intensity, lifespan, and evolution in shape, color, size, and behavior of the fire

flames.

6.4.2 Modeling and visualizing fire

Our goal is to create a visual simulation of fire and to simulate the effects

arising from the surrounding global winds. Figure 6.9 shows a schematic

overview of our system, which consists of three components; a noise-based

wind field generator, a dynamical particle system, and a rendering system.

The earliest related work in computer graphics is by Reeves [37], in which

particle systems were used to evoke a variety of visual effects, including fire.

We also use particle-based simulation for the animation of fire. Particles are

created at some kind of emitter. A variety of emitters have frequently used

(see Figure 6.10). If we want our system to behave in any interesting way,
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Figure 6.10: Emitters for different effects

the key is to generate each particle with slightly different initial values, so the

behavioral rules make each one seem a unique element.

In the particle based simulation, it is important to solve problems on how

to model the appearance and disappearance of particles, how to model the

motion, how to construct environment and how to render particles.

6.4.2.1 A simple model of fire

The fire itself is modeled using a particle system. Each particle contains the

following information regarding the modeling aspect of the fire system:

• Position - the 3D coordinate set of the particle at a given point in time.

• Death - the time at which the particle will die. Once this time expires,

the death is reset to a new value and particle is reborn at the base of

the flame

• Current cell - a pointer to the environment cell in which the particle is

currently located

• xOrigin, zOrigin - the coordinate pair at which the particle originated.

The position of particle is reset to this point at the base of the flame

when the particle is reborn

• cellOrigin - a pointer to the environment cell in which the particle orig-

inated.
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Figure 6.11: A typical life-cycle of a particle in a particle system.
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6.4.2.2 Animating fire

Figure 6.11 shows the flowchart and summarizes behavior of particles in a

particle system. It illustrates a typical life-cycle of a particle in a particle

system. Once a particle is created and assigned various attributes, it is plotted

on the screen. Subsequently, all its attributes are modified and updated step-

by-step and replotted on screen. If the particle exceeds its lifespan, it is

removed from the system.

The particle dynamics of the fire are simple since each particle indepen-

dently follows trajectories calculated from our wind field generalization. More-

over, in our fire simulation, wind field advects particles of fire over time.

An outline of an animation loop for creating particle motion for fire is as

follows:

• Particles are born, or created, at the base of the cell grid system, within

a certain radius of the grid system known as the “fuel radius”.

• Fire particles have a life, after which time they are “reborn”

• Fire particles are displaced away from its initial position using the wind

velocity values generated from our noise-based wind field generalization.

• After the transformations, the fire particles are tested against the trans-

formed profiles. If a particle is outside the region, then that particle is

not rendered at all.

• The wind field ensures that merged flames behave in a locally similar

fashion even though there is nothing in the explicit model to account

for merging.

• The particles are then in their final positions, ready for rendering.

Figure 6.12 shows the three dimensional distributions of particles. We

trace particles through the wind field to visualize fire.
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(a) Points (b) Lines

(c) Billboards (d) After texturing

Figure 6.12: Three dimensional distribution of particles according to the wind

field. Fire visualizations illustrated by different primitives: points, lines,

camera-aligned billboards, billboards with attached texture.
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Figure 6.13: Example of billboarding

6.4.3 Rendering fire

Particle system rendering methods usually splat particles onto the screen.

Splatting substitutes particles with semi-transparent, camera-aligned rectan-

gles, called billboards. Figure 6.13 illustrates an example for showing how the

particles to be rendered.

A particle can be expanded into the quadrangle and regarded as a display

primitive. Finally the display primitives seems like a spreading fire effect by

attaching a texture on each of it and the blending effect can smooth the edge

of the overlapping polygons.

As mentioned in [24], fire has unique visual signatures. Color, geometry,

and motion of fire are all essential information for fire recognition. A region of

fire can be defined in terms of spectral characteristics and the spatial structure

defined by their spectral variation. The pixels in a fire region have different

color spectra depending on its spatial locations. For color image, we might

see the bright white color in the core, and yellow, orange and red away from

the core outer region.

As mentioned earlier, all newly born particles have an initial value assigned

to the lifespan parameter and the lifespan will decrease gradually until back

to zero. Thus, when implementing the particle system, we also control the

size and transparency of a flame particle by using simple rules that depend

on the lifespan of the particle as follows:

particleSize = initialSize · lifeSpan

alphaTransparency = 1.0− lifeSpan

It means that both the size and alpha transparency of a particle will grad-

ually decrease over the life of the particle.
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6.4.4 Implementation and results

Figure 6.14 illustrates the use of our fire model. Images in this figure contain

approximately 5000 particles. As shown in figure, we can generate various

types of effects for fire simulation using our noise-based wind field generaliza-

tion. The simulated results of fire were obtained using a computer with Intel

Core (3.0GHz) processor and NVIDIA GeForce 9400 GT video card. It was

possible to achieve a realistic looking fire running at around 40 frames per

second using 5000 particles. Fewer particles were still capable of achieving

realistic results, but only from a more remote distance.

6.4.5 Conclusion

In this section, we have presented a simple model that is able to produce

interesting animations of fire. We presented that good results can be obtained

without using any physics-based solutions. We developed simple wind field

generalization based on fBm noise. The core of our model is applying particle

system to the simulation of 3D fire. We think that there are some possibilities

for further development. We only take into account the larger scale fire such as

campfire or open wildfire. We think that smaller scale fire can be generalized

too. Adding new features and parameters makes a better approximation of

natural fire. In our work we tried to keep balance between complexity and

efficiency. We believe that we managed to achieve it and our method can be

attractive for the animation purposes.
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(a) Frame 1 (b) Frame 26

(c) Frame 68 (d) Frame 91

(e) Frame 100 (f) Frame 156

(g) Frame 185 (h) Frame 216

Figure 6.14: Animation sequences of fire simulation by the noise-based wind

field generation (sequences are from left to right and top to bottom).

75



CHAPTER 6. APPLICATIONS OF NOISE-BASED NON-FROZEN
WIND FIELD

(a) Wind field advects flame particles

(b) With no wind influence

Figure 6.15: A graphical user interface for simulating fire. With or without

influence of wind field.
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(a)

(b)

Figure 6.16: Fire simulation for different parameter values.
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Chapter 7

Conclusion and Future Work

• In computer animations, motion simulation in wind fields is constructed

using stochastic approaches or statistical models applied in the field of

structural engineering. This is not an ideal approximation of a specific

wind with a certain profile because of the varying conditions of the atmo-

sphere and terrain. Thus, better estimation of wind profile parameters

is important in wind simulations.

• In this thesis we mainly concerned with the characteristics of wind ve-

locity near the ground. We determined the wind turbulence of the longi-

tudinal wind component based on an examination of the wind spectrum

and explored theoretical approaches from structural engineering for eval-

uating experimental wind profile data. We constructed a wind field with

the same characteristics as the real wind measurements that our wind

turbulence model was based on, and simulated wind fields exhibiting

the motion of grass waving in the wind.

• We also presented an alternative approach to simulate three-dimensional

non-frozen turbulent wind fields. By using an fBm-noise based approach

with the characteristics of natural wind, wind fields can be constructed

in a simple manner with reasonable visual accuracy. Simulated wind

fields are described by relatively few parameters. Our approach pro-

vides an intuitive description of wind parameters to control wind fields.

The implementation results demonstrate that our proposed approach is
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competitive with other well-known approaches through the comparison

of implementation results and visualizations.

• We showed that our approach is efficient for calculating the forces ap-

plied to the objects affected by the wind.

• Finally, we applied our approaches to the animation of many different

phenomena directly affected by wind.

Naturally, there are still many areas for future work, both to enhance the

quality of the wind field construction and to extend the range of application

of the approach with respect to modeling of natural phenomena. Subjects of

future work may include the following:

• Flexible noise functions allowing the generation of an extremely varied

range of controllable wind fields

• Effective combination of noise-based wind fields with other physically

motivated models

• Application of the noise-based non-frozen wind field approach to other

phenomena

• A user interface utilizing our wind can also be developed and it can be

used in the field of virtual reality
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Appendix A

A hot wire anemometer

(Model: AM-4204)

A.1 Features

• Thermal anemometer, available for very low air velocity measurement.

• Slim probe, ideal for grilles and diffusers

• Combination of hot wire and standard thermostat, deliver rapid and

precise measurements even at low air velocity value.

• Microprocessor circuit

• m/s, km/h, ft/min, knots. mile/h.

• Heavy duty and compact housing case

• Data hold, Memory (Max. and Min.)

• Auto shut off saves battery life.

• RS 232 PC serial interface

• Thermostat sensor for Temperature measurement, fast response time
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APPENDIX A. A HOT WIRE ANEMOMETER (MODEL: AM-4204)

Figure A.1: A hot wire anemometer.

• Applications: Environmental testing, Air conveyors, Flow hoods, Clean

rooms, Air velocity, Air balancing, Fans/motors/blowers, Furnace ve-

locity, Refrigerated case, Paint spray booths.

A.2 RS232 PC Serial Interface

The instrument features an RS232 output via 3.5mm “RS232 Output Socket”.

The connector output is a 16 digit data stream which can be utilized to

the user’s specific application.

The 16 digit data stream will be displayed in the following format:

D15 D14 D13 D12 D11 D10 D9 D8 D7 D6 D5 D4 D3 D2 D1 D0
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Table A.1: Each digit indicate the following status.

D0 End Word

D1 to D4 Upper Display reading, D1=LSD, D4=MSD

D5 to D8 Lower Display reading, D5=LSD, D8=MSD

D9 Decimal Point (DP) for Upper display.

0 = No DP, 1 = 1 DP, 2 = 2 DP, 3 = 3 DP

D10 Decimal Point (DP) for Lower display.

0 = No DP, 1 = 1 DP, 2 = 2 DP, 3 = 3 DP

D11 & D12 Anunuciator for Upper Display

00 = No Symbol 07 = mg/L 14 = mS

01 = 0C 08 = m/s 15 = Lux

02 = 0F 09 = Knots 16 = Ft - cd

03 = % 10 = Km/h 17 = dB

04 = % RH 11 = Ft/min 18 = mV

05 = % PH 12 = mile/h

06 = % O2 13 = uS

D13 Anunuciator for Lower Display

0 = No Symbol 1 = 0C 2=0F

D14 Reading Polarity for the Display

0 = Both upper & lower display value “+”.

1 = Upper “–”, Lower “+”.

2 = Upper “+”, Lower “–”.

3 = Both upper & lower display value “–”

D15 Start Word
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