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3. Towards a construction of situational téxonomy for trait

inference

Recent personality studies emphasize the influence of gene and biological factors on
human behavior. The studies of behavioral genetics have pointed out that more than
fifty percent of variance in our behavior could be explained by gene factor. On the other
hand, these studies showed that the shared or non-shared situational factors could be
important determinant of the behavior. However, we do not have a proper guide, like as
chromosome map, for consid‘ering these situational effects comprehénsively.

Situational taxondrhy’ might give the principle that guides our research. Many
researchers have pointed out the necessity of the taxonomy of situation on the
research of personality or social psychology (Magnusson, 1971, Forgas, 1979). For -
example, Sells (1963) considered the outline of basic aspects of the stimulus situation .
~ Recently, Van Heck (1989) showed situational taxonomy consisted from ten factors.
These factors had been elicited through deliberate and systematic procedure. The
taXonomy had enough appropriateness for analyze interpersonal relationships.

However, there are many differences between these tWo classifications. One
purpose of this study is to try to construct the valid framework for classifying the
situation based on fundamental lexical hypothesis. Another purpose of this study is to
investigate the situational effects on the ftrait inference. Horike (1997) found that
correlations between the act frequency and the trait rating of the target person's
character were significantly higher at the typical behavior under specific situation. In
this study, we" investigate the difference of trait visibility based on the situational
classification as previously stated.

At first, We chose the nouns which meant some ’'situation' from the Japanese
dictionary. The population was over 50,000. We made choice criteria following the
research of Van Heck. "Those nouns that could be placed meaningfully into sentence
- frames of following form: 'a....situation' or 'being confronted with a situation' (Van
Heck,1989)". As a result, about 10,000 words were elicited. Then, the synonymous
were integrated, and classified into several type of situation referring to the Sells's
taxonomy. These tasks keep on now, and do not finish yet. However, we were able fo
propose an hypothetical frame showed in Figure 4. We classified the situation from five
viewpoints, 1) environment, 2) setting, 3) relation, 4) function, and 5) context. Maybe
we have complicate processing system for treating different situational information
simultaneously. In this study, we focused on the 'setting’ viewpoint which meant the
classification based on 'what we do in the situation. Approximately thirty thouéand
words are classified into the category. Two trained judges integrated thefn into the
superordinate category independently. They agreed approximately with each other that
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the supercategories were consisted from 14 aspects.

Twenty students were asked to classy these 3000 words into the 14 supercategories.
Eighty-six percent of the words could be classified in it. Then, we three representative
situations were chosen from each category. Forty-two situations (3 situation x 14
cétegories) were divided into nine groups. Two hundred and ninety-three subjects were
assigned to one of nine situation groups, and asked to rate the similarity between every
pair of situations in the grohp. Figure 1 is the result of cluster analysis based on the
similarity ratings Ward Method: Euclid Distance). Similarly, we conduct the Multiscaling
Analysis (ALSCAL:cf. Figure 2.). These results seemed to show that the categories
were valid classification of the 'setting’ aspect of situation except the crime situation

“and disaster situation were comblned into the harm situation.

For the second purpose, more investigations were conducted. The procedure was
basically the same as previous study. Namely, 1) Fifty-one subjects were asked to write
an open-ended description about the act of the people, who typically possess one of
the big five trait, under each situation mentioned above. 2) Three people classified the
results, and most typical acts were selected for each trait-situation combination. In this
way, we could construct 65 (13 situations x 5 traits) behavior (named Behavioral Facet).
3) One hundred and thirty subjects were randomly assigned to 10 facet, and asked to
rate the attributability of fifteen traits about the person who carried out these behavior
(typicality rating: 6 point scale). Table 1 shows the results of mean typicality rating of
the three traits which relate to one of the big five aspect. Median of the rating scale was
2.5. Then, if the rating was over 3.5, the behavior might be regarded to have an
appropriate typicality for the inference of the trait. Fifty-three facets (82 %) exceed the
criteria. 4) Finally, another three hundred subjects were asked to rate the character of
the self and the most intimate friend by 15 traits (5 points), and to rate the frequency of
their acts (self and friend) under 8 facet randomly assigned. Simultaneously, they were
asked to rate the trait visibility under 5 situation randomly‘ assighed. The ftrait visibility
meant the judgementability of the trait holder under particular situation.

Table 2 shows correlations of the behavioral frequency and the trait rating of the self
in each behavioral facet. Correlations were higher at typical facets than atypiCaI facets.
These tendencies were clear at Extroversion (E) and Conscientiousness (C) facet.
Moreover, situational effects were specified clearly. Correlations in E facet were higher
at the conversation and work situation. On the other hand, correlations in C facet were
higher at the house-keeping and religion facets. Individual differences of behavioral
frequency are directly combined to the cognition of trait under these situations. The
results showed that cognition of the trait on self weré based on the frequency of typical
acts under particular situation.
~ Table 3 shows correlations of friend. Similar, correlations were higher at typical
facets. However, situational effects were differed from the case of the self. The cause
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of these differences did not specified in this study, but we might be used different
situational cues between evaluation of self and others. v

Conclusion: To classify everyday situation, it is necessary to use a variant viewpoint
simultaneously. From the viewpoint of 'setting,' thirteen categories were elicited. The
cognition of the trait on self was based on the frequency of typical acts under particular
situation. Trait inference was also influenced from situational factor.
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Figure 1: The result of cluster analysis of 42 situations
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Dendrogram using Ward Method
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Table 3:The results of typicality rating of each facet.
E C A N 0

Work
Consumption
Conversation
Holiday

House Keeping
Leisure

Feast 4D

Religion 369

llness - 42 3.35

Harm o 3 61 3.94

Conflict < 392 - 4 415

School g 82"_ 3.82]

Government AL ‘ 425

Note:The yellow cell means the typlcahty ratmg of the facet
are more than 3.50 (rating scale is from 0 to 5). |
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5. Toward a Lexical Taxonomy of Social Situations

I'm very honored to have this opportunity today to speak before you, and would like
to express my deep appreciation to Dr. Kashima, the Chairperson of this Congress, Dr
Yang, the President of AASP, Dr. Yamaguchi, the next President of AASP, and to all
the persons concerned.

This  affernoon, we have a symposium titled ‘The Future of Asian Social
Psychology’ during which our future directions will be discussed. With this in mind, I‘d
like to speak here about my own :res'earch concerning the lexical study of social
situations.

1. Introduction

As you know, a lexical approach has been adopted regarding the study of
personality which is based on the following fundamental lexical hypothesis (Goldberg,
1981). |
. “Those individual differences that are of most significance in the daily transactions of
persons with each other will eventually become encoded into their language. The more
important such a difference is, the more people will notice it and wish to talk of it, with
the result that they will invent a word for it.” ‘

~ The Big Five, or Five Factors Model of person traits was constructed on the basis of
this approach. Lexical studies have been conducted in many speech communities,
such as English, Gefman, Dutch, ltalian, Hungarian, Czech, Polish, Filipino, China,
Korea, and Japanese. The results from nearly all these studies suggested the same
conclusion: namely, that the Big Five personality dimensions were common worldwide.

However, several researchers have comé to different conclusions. Yang & Bond
(1990), for example, found that the Chinese dimensions of person perception based on
‘the document analysis of Chinese publications differed from the Big Five dimensions.
Recently, Tsuji (2001) describes a Japanese lexical study. They elicited approximately
eleven thousand trait-related words from the ‘Ko-ji-en’ dictionary, which contained two
hundred and thirty thousand words. Then, they selected four hundred terms based on
currency, clarity, and utility rating. Five hundred students were asked to rate
themselves using these terms. Factor analysis revealed that the optimal solution was
eleven factors. Moreover, they reported that a five factors solution didn’t fit the Big Five
dimensions.

In order to test the validity of these conclusions, we need to evaluate many more
similar studies. However, these studies do imply that the emic and indigenous
viewpoints are important for lexical research. '



2 Research on social situation v

Compared with trait studies, only a few studies have adopted the lexical approach to
situation. Before we examine the problem in more detail, we need to bfiefly review
studies on situations. '

The process of person-situation debate has shown the necessity for studying
coherence of personality. It demonstrated that the interaction of person and situation
was important for personality and social psychological research. However, personality
research tends to be boncerr)ed with the hereditary factors behind the trait. Recent
approaches of psychobiology, behavioral genetics, and evolutionary psychology seem

to havea common direction, i.e. explaining humanvpersonalities_ by genvetic factors.
- On the other hand;-progress in situational research has far to go. Caprai‘a & Cervone
(2000) pointed out the following. '

“The most common thing to be said about situations in reviews of psychological
literature is that they have received insufficient study. There are innumerable studies of
the qualities of people, but relatively few systematic investigations of the situations in
which they live.” '

However, they also referred to another viewpoint.

“One should recognize that many investigators have systematically explored the
nature of situations and attempted to develop situation taxonomies. Although
outnumbered by personologists, their efforts are significant.”

The most famous contributions in this area are the studies by Forgas (1979) and
Argyle, et al. (1981»). Forgas showed the history of the situational resgarch, and
insisted on the importance of episode analysis. Similarly, Argyle reviewed several
approaches to situation, and arranged them into six categories.

Unfortunately, not a great deal of research followed these studies due to the difficulty
in treating situational factors systematically in our research. However, there have been
two studies that showed new directions for the area. One is the study of Karhe
(1990,1992) conducted from the viewpoint of interactionism. | will not review this in
detail here, but, for those interested in this étudy, please refer to my translation (into
Japanese) of her book. The other work of interest in this area is the lexical study by
Van Heck (1984). Let us return to the lexical approach now. .

3. Lexical approach to situations _
As mentioned earlier, research adopting the lexical approach is quite limited. In fact,
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as far as | know, Van Heck’s (1984,1989) study is the only case. Van Heck chose
nouns from Dutch a dictionary that referred to situation. Selection criteria are as
follows.

',_1)- Those nouns that could be substituted meaningfully in phrases Iike “‘Being in
a....... situation” or “Being confronted witha .......... situation.”
2) Those nouns that refer to following category were excluded.

a) Molecular event.

b) Inner processes.

c) Emotional and motivational states.

d) Personality traits.

e) Evaluations of acts or events.

f) Historical processes.

g) Periods.

Mh) Biological processes and bodily states.

i) Sociological and economic positions.

i} Enduring stable relations between persons or person and institutions.
k) Roles.
Iy Specific locations. Animals.

m) Plants.

n) Objects.

o) Proper names.

p) Geographical names.

Van Heck selected approximately 750 nouns. Then, he eliminated superfluous words,
leaving 263 terms. On the other hand, content analysis of taped interviews yielded 558
separate cues that suggested objective situational characteristics or attributes. These
cues were analyzed by cluster analysis, Ieéving 254 cues. Finally a factor analysis of
situation by cue matrix identified ten factors. These ten factors are as follows.

4. Lexical appfoach to situations in Japan

Van Heck’s study was conducted deliberately and has many implications for research
relating to personality and social psychology. However, the number of the words
selected for this analysis seems to be limited for exbressing various everyday
situations. This might be caused by a property of Western languages. For example,
Bem & Allen (1974) pointed out the following.

English language presents us with a rich vocabulary for describing traits but an
impoverished vocabulary for situations...Researchers must be aware of this obstacle
and find ways to overcome it. '



. On the other hand, Japanese culture is often regarded as having a high context
quality. Several researchers have pointed out that the Japanese are sensitive to
situational cues and tend to predict other people’s intentions from the situational
atmosphere, rather than from direct behavioral cues. If this is true, the Japanese
language may include more situational terms than do Western languages.

Now, | will discuss my own lexical study.

The goal of the study was to use a Japanese dictionary to produce a database of
situational terms and it did not use the same intensive methodology seen in Van

vHeck’s*study; At the beginning of this task, | established a hypothetical framework
~ based on the classic studies to classify the terms. The framework is illustrated in the
table.

In an approach to situation, we need to differentiate at least five aspects of situation,
i.e. environmental 'aspects, behavioral settings, relationél aspects, functional aspects,
and the context of the situation. The blue rectangles indicate those aspects
emphasized by each of six approaches. Accordingly, we will use five broad standards
to conduct this lexical study. The aspects are also shown in this figure. The next
section deals with the results of the classification of the settings and the relations.

5. Results of the ‘settings’ classification

First, we chose the nouns from the Japanese dictionary that indicated some
'behavioral setting’. The population was over 50,000. Three persons were asked to
catégorize 500 terms per week, based on whether these terms fit the five aspects
mentioned above. With regard to setting aspects, we used the same criteria that were
proposed by Van Heck. That is, "Those nouns that could be placed meaningfully into
sentence frames of following form: 'a...situation’ or 'being confronted with a ..situation'."
We used the term ‘setting’ instead of the term ‘situation’. As a result, approximately
" thirty thousand words were selected. Twenty trained judges then integrated them into
their respective middle range categories, using by K-J clustering method. This resuited
in 42 middle categories being identified. ‘

In the next step, the representative terms of the 42 categories were divided into nine
groups. Each of two hundred and ninety-three subjects was randomly assigned to one
of the nine setting groups and asked to rate the similarity between every pair of
settings on a five-point scale. Cluster analysis (Ward Method: Euclid Distance) yielded
the following results.

Similarly, we conducted a Multiscaling Analysis (ALSCAL: cf. Figure 2.). The results
suggested that the ‘setting’ terms should be grouped into 13 higher categories.



Let us compare the results with Van Heck’s-classification.

® Generally speaking, these two ciassifications are very similar.

® The Japanese classification has three more categories.

® The result of MDS shows 13 categories may converge into five superior
categories.

® Indigenous aspects are not so clear, but some categories that differed from
Dutch model might be unique .for Japanese in their contents.

6. Results of the ‘relations’ classification
Next, we will show you the results of relationships categories. Methods of word
selection were identical to the setting selection. Approximately, twenty—one hundred
terms are selected. The same two tralned judges integrated them into sixty middle
categories. The representative terms were divided into sixteen groups. Each of two
hundred and sixty-eight subjects was randomly assigned to two of the sixteen relations
~ groups and asked to rate the similarity between every pair of relations on a five-point
scale. Let me show the results of Cluster analysis (Ward Method: Euclid Distance).
Twenty-one higher cluster were yielded. Similarly, this is the result of MDS.
@ Twenty-one clusters may be converged into eight superior categories
@ We do not have any study directly comparable with this result. However, two of
four axes which have pointed out by Wish, et al. are adaptable on this result.
@ Interpersonal circumplex model by Wiggins(1996) might be aiso related for
understanding the resuli.

7. Conclusion _

Those are the results of my lexical study. | do not finish the arrangement of the
results of environment and functional taxonomy. 'll show you the results another
chance of meeting. '

Finally, let me show you some implicationé of lexical study.

First of all, it can be used as a guideline for many personality and social
psychologlcal studies. In many studies, situational variables seemed to be defined
arbitrary. We need to have systematic viewpoint of situational variable in every
research area. Lexical study is useful as the basic guideline.

Secondly, it is especially useful in research into attribution and trait inferences. For
example, researches on: Kelley’'s ANOVA model m-ight become more concretely, by
using these taxonomy.
~ Thirdly, it might be contributed to the research of personality coherence. Mischel &
Shoda(1995) insisted the importance of the coherent understanding of our personality.
Situational taxonomy might be useful for their concepts of bghaVioraI signature.

Let me say my conclusion. To classify everyday situation, it is necessary to use' a
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various viewpoints simultaneously, and the lexical approach is a useful tool for
producing these variant taxonomies. Generally speaking, the results of setting and
relationship classification showed us that these taxonomies are common for both
Eastern and Western cultures. However, an indigenous viewpoint is also important for
the analysis.
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Toward a Lexical Taxonomy
of Social Situations

Kazuya HORIKE
(Iwate University)

1. Lexical approach to personality

® Fundamental lexical hypothésis (Goldberg,1981)

B “Those individual differences that are of most
significance in the daily transactions of persons with
each other will eventually become encoded into their
language. The more important such a difference is,
the more people will notice it and wish to talk of it,
with the result that they will invent a word for it.”
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Lexical studies in various language families

e English  Allport & Odbert, 1936 ; Notman, 1967
Goldberg, 1981
Dutch De Raad, et al. 1988
German  Angleitner,et al. 1990
Ttalian Caprara & Perugini, 1994 -

_ Di Blas & Forzi, 1999
Hungarian Szirmak & De Raad, 1994 ,
Czech Herbickova & Ostendorf, 1994
Polish Szarota, 1996
Filipino  Church, et al. 1996, 1997
Korean Hahn & Ashton, 1999
Japanese Isaka, 1990 ; Tsuji, 2001

2. Research on social situations

e Caprara & Cervone (2000)

“The most common thing to say about situations in reviews
of psychological literature is that they have received
insufficient study. There are innumerable studies of the
qualities of people, but relatively few systematic
investigations of the situations in which they live.”

B “One should recognize that many investigators have
systematically explored the nature of situations and
attempted to develop situation taxonomies. Although
outnumbered by personologists, their efforts are
significant.”




By

Several épproaches to research for situations
(Furnham & Argyle,1981)

® Dimensional : Perceptual
(Forgas,1976 ; Wish & Kaplan,1976)

® Componential : Structural

(Argyle, Furnham, & Graham,1981)
Process: Applied (Stebbins,1975)
Environmental (Cantor,1977) -
Ecological (Barker,1968)
Ethnogenic:Roles-Rules

(Marsh,Rosser & Harre,1978)

‘]{

3.Lexical apprdach to situations

m Van Heck (1984,1989)

Those nouns that could be substituted me amngfully
in phrases like “Being in a... situation” or “Being
confronted with a ...situation.”
Those nouns that refer to following category were
excluded. _

Molecular event. Speciﬁc locations.

Historical processes. Periods.

Inner processes. Emotional and motivational states.

Personality traits. Biological processes and bodily states.

Evaluations of acts or events.
-Sociological and economic positions.

Enduring stable relations between persons or person and institutions.

Roles. :

Animals. Plants. Objects. Proper names. Geographical names.
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L Van Heels situation”

(Forgas & Van
Heck,1992)
1. Interpersonal Conflict : conflict, quarrel, attack...
@ 2. Joint Working . lecture, work,negotiation. ..
m 3. Intimacy and ' ,
B interpersonal relations : wedding, divorce, visit...
4.Recreation " : reception, dinner, concert. ..
5.Travelling : arrival, walk, transport...
B 6.Rituals : funereal, cremation...
® 7.Sports : contest, match, race...
m &.Excesses : fornication,obscenity...
= 9.Serving : housekeeping, nursing...
B 10. Trading : market, auction, sale...

]

4 Lexical approach to situations in Japanese

2 Bem and Allen (1974) have noted, the English language
presents us with a rich vocabulary for describing traits but
an impoverished vocabulary for situations. ...

Researchers must be aware of this obstacle and find ways to
overcome it. (Ickes, Snyder, & Garcia, 1997)

m Japanese culture is often regarded as having a high
context quality. Several researchers have pointed out
that the Japanese are sensitive to situational cues,
and tend to predict other people’s intensions from
the situational atmosphere, rather than from direct
behavioral cues. If this is true, Japanese language
may include situational terms more than Western
languages.




S

Taxonomical standards of lexical study

and the relationship with other approaches

Environ |Behav. |Relation | Function | Context

ment Setting | Role Goal -

(noun) |(nown) |(noun) |(adi)  [(?)
Dimensional - 6] 0] 0
Componential | O O O O O
Process 0 0]
Environmental | O
Ecological 0 O | O O 0
Ethnogenic O O O O

environment




Comparisons with Van Heck’s criteria
Inner processes. Emotional and motivational states.

Personality traits. Biological processes and bodily states. xcluding
Proper names.

Animals. Plants. Objects. Geographical names.(partly) Environments

Molecular event. Specific locations. : ’ Settings
Roles. Sociological and economic positions. Relations
Enduring stable relations between persons or person and
insfitutions.

Evaluations of acts or events. Functions
Historical processes. Periods. Contexts

5. Results of the ‘settings’ classification

= 1.Work e 7.Holiday
z 2.Studentship e 8.Leisure
e 3.Citizenship u 9.Festival
a 4.Consumption = 10.Religion
s 5.Intimacy = 11.1liness

e 6.House keeping
m 12.Harm
e 13.Conflict
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6. Results of the ‘relafionships’ classification

1. Experts
2. Heroes
3. Powers
4. Masters

5. Labors _
6. Office workers

7. Salespersons

8. Seniors
9. Curers

10. Populace

11. Acquaintances
12. Companions
13. Family

14. Pupils

15. Ancestry

16. The bereaved
- 17. The weeks

18. Adversary
m 19, Villains

20. Religious
21. Foreigners ~
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inferences.

B Conclusion

7. Conclusion

& Implications of my research.

® It can be used as a guideline for many personality and
‘social psychological studies.

= It is especially useful in research into attribution and trait

= It may contribute to the research of personality coherence.

@ To classify everyday situation, it is necessary to use
a various viewpoints simultaneously, and the lexical
approach is a useful tool for producing these
variant taxenomies.

m The results of setting and relationship classification
showed us that these taxonomies are common for
beth Eastern and Western cultures.




6. The Imp»act of Interpersonal Situations on Intraindividual
Emotional Variation in Romantic Relationships

Abstract _

The present study examined contextual influences of intraindividual
emotional variation in romantic relationships. Towards this goal, a
taxonomy classifying the different types of interpersonal situation (e.g.
‘relaxing, romance, eating, and cdnﬂict) that people commonly reportéd
when describing their interactions with their romantic partner was
developed. These classes of interpersonal situation showed a high level
of correspondence with Van Heck's (1989) more general lexical
taxonomy of situations. The taxonomy of interpersonal situations
developed in the present research was then used to calculate the
situation distribution of social interaction diary ratings. If the different
situations that we encounter in our everyday lives influence our emotions,
then it follows that the situation distribution, i.e. the standard déviation of
the time that participants spent with their romantic partner across
different classes of everyday situation, shouid be correlated with the level
of intraindividual emotional variation across romantic interactions. This
was indeed shown to be the case. Discussion focuses on the
incorporation of more detailed measures of contextual influence, such as
the measurement of situation dis‘iribution, for the assessment of change
and 'stability in close relationships, as past research in this area has
focused predominantly on individual difference measures such as
working models of attachment and emotional intensity.



Research has repeatedly identified the necessity of considering the
independent and interdependent effects of both external contexts and internal factors,
such as personality, on behavior and emotion (Mischel, 1968). This is especially true
of research on interpersonal relationships. Indeed, one has only to consider -
Ainsworth’s strange situation procedure (Ainsworth & Wittig, 1969) to recognize the
importance of both internal factors (in this case attachment stylé) and the external
context (in this case the strange situation itself) on how people function in close
- relationships. However, although there is a wealth of research documenting stable
individual differences in various aspects of how people act and feel in their romantic
~ relationships (e.g. Hazan & Shaver, 1987; Bartholomew & Horowitz, 1991; Hendrick &
Hendrick, 1986); research on the affective properties of different situations and their
-ir'npact on behavior and emotion in romantic relationships lacks systematic
classification. This is surprising givén that a considerabie research effort in the
personality and situation interaction literature has gone into developing a
comprehensive lexical taxonomy of different situations that we encounter in our
everyday lives (Van Heck, 1989; Horike, 2001). As far as we are aware, a similar
taxonomy has not yet been developed for profiling the affective properties of different
interpersonal situations and behaviors.

The present research firstly seeks to extend Van Heck’'s (1989) Ilexical
taxonomy of situations by categorizing the open ended descripftions of the different
interpersonal situations that people commonly encounter in their interactions with their
romantic paﬁners. A profile mapping the relative differences in emotional experience
that characterize different classes of interpersonal situation will then be developed.
The second goal of the present research is to examine the impact of the situation
distribution (i.e. the standard deviation of time spent interacting with one’s romantic
partner across different classes of situation), on intraindividual emotional variation
(commonly measuted by the within-subject standard deviation of repeated diary .
ratings; e.g. Eid & Diener, 1999). Personality differences in emotional variation over
both time per se (e.g. Larsen, 1987) and over repeated opposite gender social
interactions (e.g. Tidwell, Reis & Shaver, 1996) have been dealt with extensively by
previous research. However, we are unaware of any résearch that has examined the
impact of different classes of everyday interpersonal situation on emotional variation in
romantic relationships.

Categorizing Situations.

For the most part, previous research on interpersonal relationships and the
impact of different situations on emotion has tended to focus on specific classes of



situation. These include stressful or high conflict lab situations (e.g. Simpson, Rholes,
& Nelligan, 1992; Miller, 1996; Feeney & Collins, 2001), naturally occurring strange
situation analogues (Fraley & Shaver, 1998), high conflict social interactions

(Pietromonaco & Barrett, 1997), and general stressful events (see van Eck, Nicolson &
Berkhof, 1998).

In contrast, research in the personality and situation interaction literature
provides a more extensive overview of general classes of situation. Research in this
area has defined the situation in a variety of ways (Pervin, 1975), rénging from
objective characteristics of the physical environment, to the subjective interpretation of
the situation itself (Murray, 1938). In addition, situations have been classified using a
variety of different taxonomies (e.g. Van Heck', 1989; Diener & Larsen, 1984;.
Savin-Williams & Demo, ‘1983; Pervin, 1975; Forgas, 1983). One of the most
comprehensive situation taxonomies is undoubtedly Van Heck’s (1984, 1989) lexical
taxonomy of situations. Van Heck (1989) derived his taxonomy through the exhaustive
analysis of common situational terms recorded in a variety of Dutch dictionaries. Each
situational term was then classified using ratings of each situation’s .' perceived
similarity on a variety of different characteristics. As Van Heck (1989) noted, the way in
which situations are classified depends, in part, on the weighting given to different
clusters of situational characteristics. For example, when classifying situations, one
could consider similarities based on structural characteristics of the environment, or
similarities based on affective responses and the types of social interaction thét are
likely to occur within given situations. Using combined ratings from a variety of
different clusters of situational characteristics, Van Heck (1989) reported ten different
situational factors (displayed in Table 1). Recent Japanese research has partially
supported Van Heck’s (1989) taxonomy, suggesting a similar thirteen factor model that
may be present in Japan (Horike, 2001). }

In comparison to Van Heck’s (1989) general lexical taxonomy, other
researchers have identified highly specific types of social interaction. For example,
Forgas (1983, see also Forgas 1981) asked participants to describe the nature of |
every social interaction that they had during one day. This yielded a detailed list of
specific interpersonal situations (e.g. complaints about noise, washing-up, talk before
lecture). The complete list of specific interpersonal situations was then rated by a
second group of participants on a variety of different dimensions. One consistent
finding to come out of research in this area was that different classes of interpersonal
situation were differentiated primarily by their affective characteristics (e.g. enjoyment,
intimacy, feelings of self-worth, level of activity) rather than their structural
characteristics (Forgas, 1978, 1981, 1982, 1983a, 1983b; Battistich & Thompson,
1980).



Table 1. Situational taxonomy. and example situations (from Van Heck, 1984; Van Heck,
1989).

Factor Factor Label Sample Situations

1. Interpersonal Conflict. . Blackmail, murder, intimidation, fight, attack, boycott,
obstruction, accusation, teasing, quarrel, physical violence,
punishment, criticism, conflict, provocation, protest,

interruption, intrigue, deceit, manipulation, etc.

2. Joint working; exchange - Lecture, test, job application, examination, interview,
of thoughts, ideas, appdintment, talk/conversation, judgment, iristruction,
and knowledge. work, job, co-operation, report, discussion, negotiation,

deliberation, exchange of thoughts, therapy, lesson, phone

call, etc.
3. . Intimacy and interpersonal Pregnancy, death-bed, seduction, declaration of Iové,
relations divorce, offer of marriage, gossip, wedding, courtship,

flirt,visit acquaintance(ship), etc.

4, Recreation Reception, dancing-party, inauguration, celebration,

dinner, jubilee, reunion, feast, concert, diversion, show,

game, efc.
5. Traveling Motor tour, transport, farewell, arrival, walk, traffic, queue,
collision, etc.
6. Rituals Funeral, cremation, religious cerémony, efc.
7. Sport | ' | Contest, match, race, etc.
8. Excesses Fornication, obscenity, orgy, drinking-bout, gamblihg, etc.
9. Serving Housekeeping, pursing, breakfast, meaI,A etc.
10. Trading Bankruptcy, market, auction, fair, sale, exhibition, etc.



_ Contextual Influences on Emotional Variation.

Given that one of the ways in which situations can be differentiated is through
their affective characteristics, it is quite plausible that the situations encountered in
people’s daily routines may influence their overall levels of emotional variation.
However, to date the majority of research examining intraindividual variation in
emotion has focused on stable individual differences in personality. For example,
Tidwell et al., (1996) reported that anxious-ambivalent participants may experience a
higher level of intraindividual variation in positive affect in their interactions with the
opposite gender when compared to other styles of attachment. Various other
measures have also been shown to predict different types of emotional variation over
time per sé, rather than over social interactions. These include self—esteem;
self-complexity (Campbell, Chew, & Scratchiey, 1991), neuroticism (Larsen &
Kasimatis, 1990), extraversion (Brown & Moskowitz, 1998), affect intensity (Larsen,
1987; Larsen, Diener & Emmons, 1986), and more recently emotional intensity
(Schimmack & Diener, 1997; Bachorowski & Braaten, 1994).

Among the most well researched personality correlates of intraindividual
emotional variation is emotional intensity (Schimmack & Diener, 1997; Larsen, 1987;
Bachorowski & Braaten, 1994). One prediction that can be derived from emotional
intensity theory is that there may be a mediational relationship in which personality
differences influence the intensity of emotional reactions to different stimuli which in
turn predicts differences in intraindividual emotional variation (Larsen et al., 1986; see
also Schimmack & Diener, 1997). Thus, individuals with a high level of emotional
intensity are more likely to experience an emotional roller coaster of both intense
positive reactions to positive stimuli, and intense negative reactions to negative stimuli.
In comparison, people with a low predisposition for emotional intensity will be more
likely to show relatively minor emotional reactions to both positive and negétive causal
stimuli.

Research on other aspects of intraindividual emotional variation has also
raised the possibility that the situations encountered in people’s daily routines may
influence their overall levels of emotional variation (Eid & Diener, 1999; Diener &
Larsen, 1984). Recently, Eid and Diener (1999) suggested that intraindividual
emotional variation may be multidimensional, consisting of seven different classes of
emotion that can be differentiated by their intraindividual standard deviations. The
emotions in question were: love, happiness, joy, anger, fear, shame and sadness. Eid
and Diener (1999, p. 673) identified the importance of considering contextual impacts
on emotional variation when they argued that “one reason for a multidimensional
structure [of variation in emotion] might be that the different emotions are elicited by



different situations, and the frequency of the relevant situations can differ between
emotions and weeks.” This may particularly true of positive affect, as it had a relatively
high level of variance that remained unexplained by personality measures as
compared to variation in other emotions (Eid & Diener, 1999).

Research in other areas also provides converging evidence supporting for the
possibility that different situations are likely to influence emotion in different ways, and
are thus also likely to influence overall levels of emotional variation (e.g. Campbell, et
al., 1991; Diener & Larsen, 1984; Savin-Williams & Demo, 1983; Larsen et al., 1986).
For example, Savin-Williams and Demo (1'983) sampled adolescent’s self-feelings at
random moments over the course of a week. They reported that adolescent’s
self-feelings were unrelated to the location in which they occurred (e.g. home, school).
However, female adolescents self-feelings were influenced by an interaction of the
location, activity (e.g. school work, social interaction), and who they were with at the
time (e.g. alone, with friends). Using a similar methodology, Diener and Larsen (1984)
examined emotional stability across different situational pairs (e.g. social versus alone,
work versus recreation). They reported that some variables, such as life satisfaction
and to a lesser extent positive affect, were extremely consistent across different
situations. In contrast, variables such as sociability and self-esteem were relatively
less consistent across. different types of situation, and their consistency also differed
across different situational pairs. For example, self-esteem was more consistent
across work versus recreational situations than it was across social situations versus
situations where the participant was alone.

As far as we are aware research the impact of everyday situations on
intraindividual emotional variation remains inconclusive and has received only indirect
support. One reason for this may be the difficulty in gaining accurate measures of the
distribution of everyday situations using diary measures that prdvide information on
emotion over time per se. In most cases intraindividual emotional variation has been
asseésed using a daily diary method in which subjects complete various ratings once
or twice daily at relatively evenly spaces intervals (e.g. Larsen et al., 1986; Diener &
Larsen, 1984; Savin-Williams & Demo, 1983; Eid & Diener, 1999). Data can then be
aggregated in order to create equidistant time periods (e.g. Campbell et al., 1991).
Although the use of standardized time series are useful for examining trends over time,
they provide only limited information on. the distribution of time spent in different
situations, as different types of situations may be unevenly distributed over time (see
Eid & Diener, 1999 for a similar argument). A related problem is that differences in the
level of affect across situations may be confounded by differences in the distribution of
different social interaction partners across different settings (e.g. Savin-Williams &
Demo, 1983; Diener & Lafsen, 1984). : ‘ :



. An alternative option is to examine contextual impacts on emotional variation by

measuring repeated social interactions across different interpersonal situations using
a social interaction diary. In this type of research participants keep a record of various
properties of all the interactions (e.g. the interactions’ participants, the time and nature
of the interaction, intimacy, and enjoyment) that occur during a specified time period
(typically 2 weeks). Social interaction diary data thus yields a sequence of ratings that
can be averaged over different interaction types and periods, as well as examined for
potential patterns and differences in the level of variation (see Tidwell et al., 1996; Reis
& Wheeler, 1991).

Thé Present Study

In éummary, personality differences in various aspects of emotion in close
relationships have received far more research effort than situational influences. This is
especially true of previous research on intraindividual variation in emotion. Although a
variety of different researchers have provided indvirect evidence suggesting that the
situations people encounter in their everyday lives may influence overall levels of
emotional variation (e.g. Diener & Larsen, 1984; Eid & Diener, 1999), in our opinion
more substantial evidence remains desirable.

In an atterﬁpt to address this issue, the present study firstly seeks to extend
Van Heck’s (1989; Horike, 2001) lexical taxonomy of situations in order to develop a
comprehensive taxonomy of the types of interpersonal situations that people
commonly interact with their romantic partner in. Research in this area will provide a
useful addition to the lexical taxonomy, firstly by testing it's validity in an English
speaking sample, and secondly by examining its utility in classifying a specific type of
situation, i.e. the interpersonal situations that people commonly experience in
interactions with their romantic partner. If a high level of correspondence between our
specific interpersonal taxonomy and Van Heck’s (1989) more general lexical taxonomy
is found, then it will provide additional evidence suggesting that the lexical faxonomy is
robust across different vcultures, social interactions with specific partners, and different
methodologies (i.e. diary descriptions versus more general lexicons). Thus,
hypothesis one predicts that: |

Hypothesis 1: The classification of the different situation descriptions that
people recorded for their interactions with their romantic partner will reveal categories
of situation similar to those in Van Heck’s (1989) more general lexical taxonomy.
Furthermore, it is hypothesized that different classes of situation experienced during
everyday romantic interactions can be differentiated by their affective properties.



The classifica‘tion of participant’s social interactions with their romantic partner
into different situations provides the ability to then calculate the situation distribution of
the time each participants spent with their romantic partner. If, as‘ previous researchers
have suggested, the different situations that we encounter in our everyday lives |
influence our emotions (e.g. Eid & Diener, 1999; Diener & Larsen, 1984), then we
pfopose that the situation distribution of time spent with one’s romantic partner should
be correlated with intraindividual emotional variation across romantic interactions.
Consider the following example: Person A interacts with their romantic partner for
relatively even amounts of time in a number of different settingé (e.g. two hours
studying, two hours romancing,’two_hours eating, two hours relaxing, and two hours in
conflict). Person B spends the same amount of time with their partner but it was
distributed differently (e.g. 0 hours studyirig,' 5 hours rbmancing, 0 hours eating, 5
hours relaxing, and 0 hours in conflict). Thus although both people spent 10 hours with
their partner, the situation distribution of Person A’'s time with their partner is even
across situations and has a standard deviation of 0, whereas the situation distribution
of Person B’s time with their partner is uneven and has a standard deviation of 2.7. If
common everyday situations do indeed influence emotions then, all else being equal,
we 'predict that Person A will experience a higher level of variation in their emotions
towards their partner over the ten hour period than Person B will. Thus, hypothesis two
predicts that:

Hypothesis 2: The more even the situation distribution of the time each
participant spent with their romantic partner, the higher the level of intraindividual
emotional variation across their interactions with their romantic partner will be.

Method
Participants

One hundred and thirty one students from an undergraduate psychology course completed
a two week social interaction diary for partial course credit. Analyses were limited to the 77
participants who had a regular romantic partner (58 females, 19 males, mean age=22, SD=5.9). A
total of 2104 romantic interactions were recorded (M=26.9 romantic interactions per participant,
SD=13.13). \

Measures

The present research used a variant of the social interaction diary originally developed by



Wheeler and Nezlek (1977; see also Reis & Wheeler, 1991). Each diary contained 100 interaction
forms, each of which recorded the number of people present during one social interaction and the
participant’s relationship to each person (e.g. romantic partner, fﬂénd, family, work colleague).
Each diary form also included various bipolar seven point scales which participants rated for each
interaction. These items measured enjoyment (The interaction was very pleasant/The interaction
was very unpleasant); self-esteem (I felt bad about myself and had low self-esteem/I felt good'
about myself and had high self-esteem); emotional closeness (I was comfortable with the level of
emotional closeness/I wanted more independence and emotional space); gender salience (I was not
especially aware of my gender identity/I was very aware of my gender salience) and group identity
(I did not feel like part of a group/I felt like part of a group). Participants were also asked to

provide an open ended description of the nature of each social interaction.

Procedure

Participants were asked to record every interaction of 10 minutes or longer during a two -
week period. 'Participants were taken through a detailed 60 minute tutorial outlining various
instructions for the completion of the diary. This included defining the nature of an interaction, a
discussion of how to describe different situations, explanations of the various ratings scales in the
RIR form, and a practice session where participants completed an RIR form for a prior interaction.
Participants were instructed to complete a new interaction record if the nature or setting of the
social interaction changed (e.g. if they continued to interact with the same person but the activity
changed, or if they traveled to somewhere else with the same person). Consistent with previous
research (Reis & Wheeler, 1991), participants were also provided with detailed written instructions
that were attached to their RIR booklets. It was stressed that in order to create an accurate record it
was necessary to record social interactions in the RIR as often as possible with a minimum of two
or three times a day. After the first week participants were contacted in order to assess performance

and answer any gquestions that may have come up.

In an attempt to increase the overall accuracy of RIR data, participants were contacted at
the end of the trimester once all internal assessments for the course had been marked. They were
then given a second consent form that outlined the importance of accuracy in the RIR. Participants
were asked to sign the second consent form only if their diary data was accurate and they had
completed the diary a minimum of 2 to 3 times a day for the entire 2 week period. Consent forms
were collected anonymously by a research assistant previously uxikndwn to participants. It was

stressed that consent would have no impact on any aspect of their assessment.

Coding Situations

In almost all cases participants described the nature of their interaction in one or two



~ words (for examples see the common descriptions presented in Table 2"). Situation descriptions
were coded by two research assistants. Each research assistant wasvprovided with a copy of Van
Heck’s (1989) lexical taxonomy of situations and taught to use it as a foundation when coding
situations. Research assistants were instructed to use Van Heck’s (1989) categories as a basis but
were also trained to add or change categories as necessary. Research assistants worked together
through the first 5 social interaction diaries (362 éocia.l interaction records) in order to identify
general categories of situation. Each research assistant then independently coded half of the
_ remaining situation descriptions. Interobserver reliability based on 10 diaries (12.4% of total

interactions recorded with romantic partners) was 94%.

Results
Hypothesis One: Affective differences in categories of social interaction.

Analysis of the open ended descriptions that people wrote when describing the
nature of their social interactions revealed 12 different categories of interpersonal
situation in which romantic interactions commonly occurred. These different categories
of interpersonal situation, along with the most common descriptions, and the
percentage of time that people spent interacting with their romantic partner in each
type of situation are displayed in Table 2. The taxonomy of interpersonal situations is
based on a total of 2104 situation descriptions. 33 (1.6%) situation descriptions were
excluded due to their limited occurrence, as the aim of the analysis was to provide a
taxonomy of commonly occurring interpersonal situations in romantic interactions.
Excluded interactions included employment, medical related interactions, and religion.
It is notewort.hy that all three of these situations are included in Van Heck’s (1989)
‘more general lexical taxonomy of situations.
As can also be seen in Table 2, the majority of the interpersonal situations described in
our research correspond closely to the more general categories of lexical situation
identified by Van Heck (1989). However, our taxonomy of interpersonal situations also
distinguishes certain classes of situation that were originally combined in Van Heck’s
(1989) more general taxonomy. Among these differences are the distinction between
talking/conversations and romance, both of which were originally defined under the
more general category of intimacy and interpersonal relations. Our taxonomy of
interpersonal situations also differentiated between alcohol related interpersonal
situations (e.g. partying, clubbing and drinking) and other more general

' An appendix listing all terms used by participants in this classification is available upon request from the

authors
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Table 2. Common interpersonal situations in romantic interactions.

Category Corresponding category in  Common descriptions used % of time with
label Van Heck’s (1989) taxonomy social interaction in diary : romantic
partner
1. Conflict -(1) Interpersonal conflict Conflict, arguing, fighting, breaking up, 2.8%
disagreement. ’
2. Study - (2) Joint working ’ Studying, reading, tutorials, ' 5.5%
‘ talking about assignment, ' : '
3. Talking (3) Intimacy Chatting, conversation, talking ' 7.8%
communication, discussing day.
4. Romance (3) Intimacy Romance, in bed.
16.5% :
5. Relaxing No corresponding category Relaxing, watching TV, chilling out, hanging out. 12.5%
6. Socialising (4) Recreation Socialising, social occasions, eating out. 18.8%
7. Partying (4) Recreation; (8) Excesses_ Partying, dancing, drinking, clubbing, alcohol 71%
8. Traveling (5) Traveling Transport, commuting, driving, walking. 3.2%
9. Sport (7) Sport Sports, training, aerobics, gym, 4.5%
working out, hockey, cricket, netball. :
10.  Chores (9) Serving Cooking, cleaning, washing dishes,
9.1%
getting ready for day, chores, housekeeping
11. Eating (9) Serving ‘ Breakfast, lunch, dinner, coffee, meal, eating. 8.8%

12. Shopping (10) Trading . Shopping, ordering, buying. 3.4%



types of socialising. These two categories were originally combined in Van Heck’s
(1989) research under the category of recreation. The present research also
separates eating and other food related situations from Van Heck’s (1989) more
- general category of serving and chore relate_d situations. We also added a category
referring to relaxing activities, such as watching TV and hanging out, which was not
identified in Van Heck’s (1989) taxonomy.

An aggregated mean rating for each of the five social interaction diary ratings
(enjoyment, self-esteem, emotional closeness, gender identity, and group identity)
based on interactions with romantic partners in each of the categories of interpersonal
situation was then created. The following number of participants (total n=77) recorded’
at least one instance of each of the following types of interpersonal situation in their
romantic interactions; relaxing/TV (n=23), study (n=31), chores (n=29), eating (n=51),
talking/communication (n=60), sport (n=12), partying/drinking (n=22), socialising
(n=77), transport (n=38), conflict (n=29), romantic activity (n=68), shopping (n=30).

The ability of the social interaction diary ratings to differentiate categories of
interpersonal situation was examined using discriminant function analysis (refer to
Tabachnick &-Fiddell, 1996). Two discriminant functions were identified. As can be
seen in Table 3, the first function represented the affective properties of the situations
and was defined by ratings of enjoyment, self-esteem, and emotional closeness. This
function accounted for 85.2% of the variance (y*(55)=309.385, p < 0.001). The second
discriminant function was defined by sbcial identity related process, specifically feeling
like part of é group and increased gender salience. This function accounted for an
additional 9.1% of the variance (x*(40)=56.935, p < 0.05).

The group centroids for each of the twelve interpersonal situations are shown
in Figure 1. As can be seen in Figure 1, the interpersonal situations with the highest
level of positive affect were parties/drinking and romantic activity. Sports and
socialising are also characterized by positive affect, and are differentiated from more
common day to day situations, such as chores, eating, relaxing and transport, by their
increased salience of social identity related processes. Interestingly, both shopping
and talking are characterized by negative affect and individualism. Shopping is an
especially solitary activity. Study related interactions appear to be neutral on both
functions, whereas interactions involving conflict are distinguished by an extreme level
of negative affect.



Table 3. Correlations between social interaction diary ratings and the two canonical
discriminant functions. '

Interaction Rating Function 1 Function 2

Enjoyment .885 -.026
Self-esteem v 732 -.080
Emotional closeness 482 -.383 -

Gender salience .054 .760

Group salience 148 528
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Figure 1. Discriminant map of interpersonal situations derived from social interaction
diary ratings of each participant’s interactions with their romantic partner.



Hypothesis Two: Intraindividual emotional variation and the distribution of interactions
with one’s romantic-partner across situations.

The second prediction was that people who experienced interactions with their
romantic partners over a wider variety of interpersohal situations (i.e. had a more even
situation distribution) would also experience an increased overall level of emotional
variation in their interactions with their romantic partners. In order to assess this
possibility the total amount of time that each participant spent with their romantic
partner in each of the twelve different categories of interpersonal situation was
identified. The standard deviation of the amount of time each participant spent
interacting with their romantic partner across the twelve categories of situation was
then calculated®. This provided a measure of the situation distribution of the time each
~ participant spent with their romantic partner. Accordingly, a higher standard deviation
suggests that the majority of a participant’s interactions with their romantic partner
occurred primarily in a limited number of interpersonal situations. Intraindividual
emotional variation was measured by calculating the intraindividual standard deviation
of social interaction diary ratings across all the interactions in which each participant’s
romantic partner was present.

As can be seen in Table 4, intraindividual variation in enjoyment and
" self-esteem were negatively correlated with the situation distribution of time spent with
romantic partners across interpersonal situations. Consistent with hypothesis two,
these correlations suggest that participants whose interactions with their romantic
partner are more evenly dispersed across situations (i.e. those with a lower standard
deviation of interaction distribution) experienced a higher level of emotional variation in
their romantic relationships. On the other hand, intraindividual variation in perceived
emotional closeness, gender salience and group salience were unrelated to the
distribution of time spent in different types of interaction.

_ It is possible that the increased levels of emotional variation may be due
primarily to differences in the prévalence and duration of emotionally intense situations
(i.e. conflict and romance), rather than the distribution of ordinary everyday situations.
In order to examine this possibility, we recalculated the distribution of time across
settings while excluding romantic and high conflict situations. As can be seen in the
third column of Table 4, the correlations between situation distribution and both

2 Note thatifa participant did not interact with their romantic partner at all in one or more types of situation
then the time spent in these situations was set to 0 rather than system missing. Thus, all 12 classes of

interpersonal situation were included in the calculation of the standard deviation of time across settingé.



‘enjoyment and self-esteem not only remained significant, they even increased. In
addition, when conflict and romantic situations were removed from the analysis, the
correlation between situation distribution and variation in ratings of emotional

closeness became significant. The correlations for group salience and gender salience
remained unchanged.

Table 4. Correlations between intraindividual variation in romantic interactions and the
situation distribution of time spent with romantic partners.

v

Ihtraindividua! variation Situation distribution of time Situation distribution of time spent’

of interaction diary ratinés ' 7 spent with romantic partners w}th romantic partner exciuding
in romantic interactionsacross all interpersonal situations romantic and conflict situations

Enjoyment -0.246* -0.320*
Self-esteem -0.247* -0.367*
Emotional closeness -0.173 -0.287*

Group salience -0.033 -0.031

Gender salience -0.009 0.011

* = p<0.05; ** = p<0.005

Discussion

" The present research provided a taxonomy identifying twelve different classes
of interpersonal situation. This taxonomy was based on the open ended descriptions
of the nature of each participant’s interactions with their romantic partner over a two
week period. Consistent with our predictions, the results suggested that the different
interpersonal situations people experienced during their interactions with their
romantic partner were differentiated primarily by positivé affect. The present research
also provided evidence suggesting that one factor influencing emotional variation in
romantic relationships is the situation distribution of participant’s interactions with their
romantic partners. Specifically, people who had a more even situation distribution, i.e.
those who interacted with their romantic partner over a wider range of different
interpersonal situations, were also more likely to experience a higher level of variation



in their emotional reactions to their romantic partners on a day to day basis.

Categorizing Interpersonal Situations

Consistent with the first hypothesis, Van Heck’s (1989). lexical taxonomy of
situations appears to provide a robust framework for categorizing the different classes |
of interpersonal situation common in romantic relationships. This finding also provides
evidence supporting the cross-cultural validity of Van Heck’s lexical taxonomy in an
English speaking sample. The primary discrepancy between Van Heck’s more general
taxonomy and the taxonomy of interpersonal situations developed in the present study
was degree of specificity in defining separate classes of social interaction. Certain
classes of interpefsbn’al situation identified in the present research were originally
subsumed under Van Heck’s more general 'categories (e.g. the differentiation between
partying/clubbing/drinking and more general typesAof socialising, both of which were
originally included in Van Heck’s (1989) recreation category. A related difference was
that some of the situations originally identified by Van Heck (1989) were excluded due
to their limited occurrence in the romantic relationships of our student sample (this
included work, religion, and medical related interactions). The only type of situation
that was not previously identified by Van Heck’s (1989) taxonomy was one referring to
relaxing, (e.g. watching TV, hanging out). This is surprising, as relaxing related
interactions accounted for 12.5% of all time that participants spent with their romantic
partner. |

The present research also suggests that the different classes of interpersonal
situation common in romantic relationships can be differentiated by their affective
- properties. This finding is consistent with a variety of previous research that has
shown that general everyday situations can also be differentiated primarily thorough
their affective properties (e.g. Forgas, 1978, 1981, 1982, 1983a, 1983b). More specific
to the present study is the finding that different classes of interpersonal situation may
also be partially differentiated by their identity salience properties. Although this finding
is not the focus of the present study, it may be useful to intergroup theorists, especially
those in the social identity or self-categorization tradition.

As expected, conflict based interactions are characterized by extreme negative
affect. However, it is less clear why participants experienced negative affect in talking
and shopping based interactions with their romantic partner. One possible.reason for
the negative emotion reported during talking situations may be that participants tended
to describe highly positive conversations as romantic interactions rather than
communication per se. Thus the talking based situations identified here may be better
described as non-romantic communication. However, future research is necessary-to



ascertain this possibility.

~ When consideréd alone, the interpersonal taxonomy of situations presented in
the present study is not as methodologically robust as Van Heck’s (1989) taxonomy.
Unlike Van Heck (1989), we did not classify different situations using cluster analyéis
of the objective ratings of various situation characteristics. Instead, the present
research took a more qualitative approach and identified different categories of
situation based on their perceived similarity and overlap with Van Heck's (1989)
‘taxonomy. Both Van Heck’s approach and our more qualitative approach have
different strengths and weaknesses. For example, the way in which Van Heck’s (ﬁ 989)
situations were classified was dependent on the weighting given to different clusters of
situational characteristics. However, due to the high degree of overlap between Van
Heck’s (1989) empirically derived categories of situation and the classes of
interpersonal situation identified in the present research, we believe that a ‘good
argument can be made supporting the validity of the different categories of
interpersonal situation presented in this study.

Contextual Influences on Emotional Variation.

The second hypothesis, that participant’s who spent relatively even amounts
of time with their romantic partner over the different categories of interpersonal
situation would experience an increased level of emotional variation in their romantic
relationships, was aiso supported. This finding suggests that contexts in which people
spend time with their romantic partner have a significant impact on emotional variation
in their romantic relationship. Although this possibility has been raised by previous
researchers, as far as we are aware it had not been previously tested (e.g. Eid &
Diener, 1999; Schimmack & Diener, 1997; Savin-Wiliams & Demo, 1983; Diener &
Larsen, 1984). In éddition, the correlation between situation distribution and emotional
variation in romantic relationships could not be accounted for simply by differences in
the prevalence and duration of emotionally intense situations, as all correlations
remained significant when emotionally intense situations, ‘i.e. conflict and romance,
were excluded from the analyses. Thus the ’p'resent research suggests that emotional
variation is influenced by overall differences in the amount of time spent in common
everyday situations, such as eating, relaxing and doing chores. ‘

The measurement of the situation distribution provides an important addition
to previous research on intraindividual emotional variation, which has focused
primarily on the impact of individual differences factors such as working models of
attachment (Tidwell et al., 1996) and emotional intensity (Schimmack & Diener, 1997).
The development of a measure of situation distribution is particularly promising



because it provides a way for future diary research to easily measure overall
contextual .influence and apply it to a variety of different areas including the
assessment of change and stability in interpersonal relationships and emotional
liability in general. : A

Future research could examine the interaction between situations and

_personality for the assessment of change and stability in both close relationships and |
emotional liability in general.
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