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Chapter 1

Introduction

In this thesis, photographic environment independent multiview face detection
and tracking is addressed. The photographic environment means a Variéty of illu-
minatio;l conditions, backgrounds, appearances of objects, and qualities of images
in this thesis. The multiview face detection and tracking in these practical environ-
ments is a difficult problem. In order to solve this problem, novel methods using
template generation and template matching with genetic algorithm (GA) are pro-
posed.

This research mainly focuses on two researches. In the first research, high-
speed multiview face detection and tracking in various photographic environments
is addressed as a basic research. The proposed method adopts template matching. In
this method, a template is created in advance as the first step. Then, a region whose
pattern is similar to the template is searched by the sliding window, etc. This is
the basic concept of template matching. However, one template is generally able to
detect only one pattern. Hence, many patterns of templates are necessary to detect
multiview faces. Since generating many templates and calculating all the matching

scores are inefficient, a novel method is proposed.

First of all, one 2D face model, whose shape is rectangle, is created. Next, three



parameters are defined to generate templates from the model for multiview faces.
By optimizing these parameters using GA, the optimal template can be found ef-
ficiently. The GA is a method to find a global optimum within a given search re-
source. There exist population aé search points in a search space and each individual
consists of chromosomes. The chromosomes are parameters and they are encoded
as bit strings. After the population is evaluated using a fitness function, the chromo-
somes are updated by iterating genetic operations, such as selection, crossover, and
mutation. Since the population evolves to acquire high fitness, a global optimum or
its approximate solution can be obtained finally. By introducing GA to the template
generation, the optimal templates can be acquired efficiently. |

The GA is also applied to target object search instead of sliding window. This
method scans the whole target image using a search window with a variety of scales.
This is equal to that all the combinations of the coordinate and the scale parameters
are checked. Since this approach is inefficient and in-plane rotation is not consid-
ered, GA is applied. By optimizing geometric transformation parameters, such as
parallel translation, scale, and in-plane rotation, all the parameters are simultane-
ously optimized and the target object can be localized efficiently.

For experiments, a challenging 60 video dataset was created. Subjects were
reco’rded under-various photographic environments. The proposed method is com-
pared to a machine learning-based method and a face tracking method on the dataset.
As a result, high accuracy and fast processing of the proposed method are con-
firmed.

In tﬁe second research, multiview face tracking on privacy protected videos is
addressed. Recently, many surveillance cameras have been set at public and private
spaées. Along with this, many computer vision techniques, such as pedestrian de-

tection, action recognition, and face recognition are also applied. This is necessary



for crime deterrence, accident detection, and so on. However, some people may
suffer psychological pressure about recording their faces. If reducing the pressure
is considered, the recoded videos must be preprocessed to protect the privacy. For
this purpose, blur and pixelation can be applied and they are often used in news
programs. However, the computer vision techniques cannot be used on the prepro-
cesséd videos since the original pixel information are changed. Since my proposed
multiview face detection and tracking method in the first research of this thesis is
also unable to be applied completely, a new method is proposed.

First of all, a new preprocessing method is 'proposed to generate a privacy pro-
tected image and preserve the pixel value. In this method, a n x n filter is set in a
target image and a neighborhood number is determined randomly. Then, the pixel
values between the centered pixel of the filter and randomly selected neighborhood
are replaced. By applying this filter to the whole image, privacy protected images
are generated while the original pixel value is preserved.

Since the color information is preserved, the proposed method uses color his-
tograms as a template to track a multiview face. In this research, Cr and Cb his-
tograms are used because they are robust to illumination changes. The histograms
are obtained from a frontal target face. By optimizing geometric transformation
parameters using GA and localizing a region whose color histograms are similar to
the template in target images, the multiview face tracking can be achieved.

For experiments, a challenging Video>dataset was recoded under a variety of
photographic environments, and the proposed method is compared to related works.
As a result, the effectiveness of the proposed method is confirmed.

As described, this thesis contributes photographic environment independent mul-

tiview face detection and tracking using by GA.



Chapter 2

Theoretical Background

In this chapter, theoretical backgrounds for this research are explained.

2.1 Related Works

As described in the previous chapter, the objective in this research is to achieve
multiview face detection and tracking using template matching with genetic algo-
rithm (GA). In this approach, a user must design essential features for the detection.
So far, many approaches have been proposed and Yang et al. [1] surveyed them.
According to [1], approaches for the detection of faces in a single image are catre-

gorized as below.
¢ Knowledge-based methods
e Feature invariant approaches
e Template matching methods

e Appearance-based methods

I briefly introduce some methods of each category here. Note that all the figures in

this section are from [1].
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Figure 2.1: Low resolution images, which are used in [2]: a) target image; b) low
resolution image (cell size is 4 x 4 pixels); ¢) 8 x 8 pixels; d) 16 x 16 pixels.

2.1.1 Knowledge-Based Methods

Knowledge-based method is an easy and basic approach. In this approach, re-
searchers design rules based on their knowledge about faces. For example, Yang et
al. [2] generate multiple low resolution images (Fig. 2.1) and face candidate regions
are searched using rules they set. In the lowest resolution image, the following rules
are checked: 1) The center four regions of the face (the dark regions in Fig. 2.2)
has a basically uniform intensity; 2) The upper round regions (the light gray re-
gions in Fig. 2.2) has a basically uniform intensity; 3) The difference between the
average gray values of the center regions and the upper round regions is signifi-
cant. Based on these rules, the face candidate regions are found by sliding window.
Then, the found candidate regions are further processed in higher resolution images

(Fig. 2.1(b) and (c)).

Figure 2.2: Rules using intensity distribution.



2.1.2 Feature Invariant Approaches

In order to find more invariant and effective features than the knowledge-based
rules, feature-based methods have been proposed. For example, Sirohey [3] tries to
extract faces from complex backgrounds for face identification using canny edge [4].
Graf et al. use band pass filtering and morphological operations to extract high in-
tensity regions, which are eyes, etc [5]. Leung et al. propose a probabilistic method,
which is based on local feature detectors and random graph matching [6]. They’de—
fine a face localization problem as a search problem and try to find face patterns.
Augusteijn et al. use face texture information and a nueral network [7]. Chai et al.
extract face regions using skin colors which are Cr and Cb components [8]. There
are researches using combination of multiple features. For instance, Chen et al.
propose a method, which models distributions of skin and hair color in CIE XYZ

space [9].

2.1.3 Template Matching Methods

Next is about template matching methods. In these methods, one or some tem-
plates that represent standard face patterns are created in advance, and regions
whose patterns are similar to the template are searched in a target image using slid-
ing window, etc [10]. According to [1], an early challenge to detect frontal faces on
images using template matching-based approach is Sakai et al [11]. In this method,
some subtemplates, which represent eyes, nose, mouth, and face contour, are firstly
created. Secondly, lines in a target image is extracted using gradient change, and
face candidate regions are acquired by computing the correlations between the pre-
processed target image and the subtemplates. Craw et al. create a shape template
and try to detect a face on an edge image [12]. The image is generated by a so-

bel filter. Govindaraju also generates an edge-based face model and proposes the



two stage face detectioﬁ method [13]. Samal et al. [14] adopt a set of face silhou-
ettes as the templates and they are generated using principal component analysis
(PCA) [15]. In this method, hough transform [16] is used for the face detection. |
Different from edge-based methods, Sinha adopts relationships of average in-
tensities as a feature to cope with illumination change [17]. Figure 2.3 is the used
ratio template. This template consists of some regions and average intensities of
each region are firstly obtained. Secondly, ratios of the obtained average intensities
are calculated. The ratios are calculated based on arrows as shown in Fig. 2.3. The
average intensity of the indicated region by the head of arrow is denominator and
the tail is numerator. If the calculated ratio is over a pre-defined threshold, one re-
lationship is judged as satisfied. Based on this procedure, all the relationships are
checked. As indicated in Fig. 2.3, there are two types of the relationships (black
and gray arrows). They indicate essential relationships (black arrows) and confirm-
ing relationships (gray arrows). If the number of satisfied essential and confirming
relations exceeds a threshold, the focused region in a target image is output as the
face detection result. This method is also extended to detect a face and eyes [18].
Since described methods use predefined templates, they are not robust to scale,
pose, shape, etc. In order to solve these problems, deformable templates are also

proposed [19, 20, 21].

Figure 2.3: Ratio template (14 x 16 pixels).



2.1.4 Appearance-Based Methods

Generally, templates of template matching-based approaches are manually cre-
ated by researchers in advance. In appearance-based methods, templates are gener-
ated by learning using an image dataset. For example, eigen face is generated by
applying PCA to the dataset and able to detect and recognize faces [22]. Sung et al.
try to face detection by analyzing distributions of image patterns of each class and
using a multilayer perceptron classifier [23]. Besides, a probabilistic visual learning

method [24], fisherface method [25] are proposed.

2.2 Template Matching

Next, template matching, which is mainly used in this research, is explained.
Template matching is a basic object detection method in computer vision. Fig-
ure 2.4 represents the outline of a basic template matching by sliding window. The
left image is the template, and the right image is the target image. For the simple
explanation, the template is the clipped region from the target image. First of all,
a search window, which is a candidate region, is set and the similarity between the
template and the candidate region is calculated. If the similarity is over a prede-

fined threshold, the region is stored as a detection result. Otherwise, the similarity

Figure 2.4: Outline of a basic template matching by sliding window.



is calculated again after the search window shifts to the right some pixels. When
the window arrives at the right edge of the target image, the window starts scanning
again from the left edge after the window is set some pixels below. This processing
is iterated until the search window arrives at the right bottom of the target image.
Since it is necessary to address scales and in-plane rotations of a face, the window
with a variety of sizes and rotation angles iteratively scans. By this procedure, the
face region can be localized finally. This is a basic template matching by sliding
window.

The template in Fig. 2.4 is the clipped region of the target image for the simple
explanation: Hence, this template can detect only specific person’s face. In order to
detect various faces, it is necessary to create a template, which has common features
or patterns in the various faces. In this research, different templates are designed
and used for multiview face detection and ’éracking, and multiview face tracking on

privacy protected videos. These details are described in each chapter.

2.3 Search method

As represented in Fig. 2.4, sliding window is often used when a face in a target
image is searched. Nevertheless, iteratively scanning the whole image using a va-
riety of scales is ineffective. In order to solve this problem, somé effective search
approaches are proposed. For instance, Barnea et al. propose sequential similarity
detecﬁon algorithm (SSDA) in 1972 [26]. This method accumulates the difference
of each pixel value when the dissimilarity between a template and a candidate re-
gion is calculated using sum of absolute difference (SAD), etc. If the accumulated
value exceeds a predefined threshold, the current candidate region is rejected. Since
it is not necessary to check all the pixels, this approach can reduce the calculation

cost. Tanimoto proposes an effective search method by pyramids search [27]. This

9



method firstly generates some kinds of low resolution images. Next, candidate re-
gions are obtained by applying sliding window in the lowest resolution image. After
that, neighborhoods of the obtained regions are searched in higher resolution image.
By repeating this procedure, the face region can be acquired effectively. Since th¢
sparse and dense searches are performed in the low and high resolution images, this
approach is also called as coarse-to-fine. In this method, some parameters for the
number of low resolution images and the search ranges in each resolution image
must be set in advance.

Murase et al. point out that the coarse-to-fine method sacrifices accuracy for pro-
cessing speed because the solution candidates in parameter spaces are not checked
well [28]. In order to solve this problem, they propose active search. This method
is able to automatically determine whether neighborhood should be checked or not
using a similarity of the already checked region. I explain the detail with Fig. 2.5.
The template and already checked candidate region are indicated as M and A. The
similarity between M and A is S4y. In order to judge whether unéhecked region
B should be checked or not, an upper limit is calculated using the below equation.

 min(Sam|Al,|ANB)) +|B — 4]
a | B

Sup 2.1)

The | - | means the number of pixels, and the |A N B| represents the logical conjunc-

tion between the A and B. If Syp is larger than the currently acquired maximum

Figure 2.5: The calculation of an upper limit.
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similarity, Spas 1s calculated. Otherwise, it is omitted. By introducing this ap-
proach, fast search can be achieved.

Lampert et al. propose a novel method applying branch-and-bound scheme [29].
Generally, a set of candidate regions whose appearances are similar has almost the
 similar matching scores. Therefore, if one candidate region is judged as that this
region does not contain a target object, a set of the candidate regions can be dis-
carded. If one candidate region contain a target object, the set is splitted into small
sets and they are checked again. By iterating this procedure, effective search is
possible. In experiment, high accuracy and fast speed of the Lampert’s method are
quantitatively represented.

These related works are high-speed. However, in-plane rotation is not consid-
ered. Hence, rotation angle cannot be obtained. In order to acquire the angle, it is
necessary to scan iteratively while gradually rotating a target image. Nevertheless,
this approach is not effective. In order to solve this problem, this research focuses on
the optimization of parameters by metaheuristic algorithms. More specifically, this
research addresses more effective search by simultaneously optimizing geometric

parameters such as a location, scale, and in-plane rotation.

2.4 Metaheuristic algorithm

As explained in Sect. 2.3, most related works consider the location and scale,
however in-plane rotation is not considered. Since rotation angle is necessary de-
pending on applications, this research considers in-plane rotation in addition to the
location and scale parameters. Nevertheless, finding optimal parameters which can
localize a target object in a target image is a hard problem. This is because there
exist enormous solution candidates in each parameter space, and the sum of solu-

tion candidates exponentially increases when the combination of these parameters is

11



considered. Also, since it is necessary to find the optimal solution within a reason-
able time limit if practical use is considered, applying a full search method which
guarantees an exact solution is impossible. In order to solve this problem, meta-
heuristic algorithms are often used. They are designed to solve approximately a
wide range of hard optimization problems. Also, élmost all them have the follow-

ing characteristics [30].
e Nature-inspired (for example, from physics, biology, and ethology)
e Use of stochastic components (involving random variables)
e No use of the gradient or hessian matrix of the objective function
o Several parameters that need to be fitted to problems at hand

As introduced in [30], a variety of metaheuristic algorithms have been proposed.
Among them, this research focuses on population-based metaheuristic algorithms.
In this category, there are genetic algorithm (GA) [31], particle swarm optimization

(PSO) [32], differential evolution (DE) [33]. I briefly explain these methods.

2.4.1 Genetic Algorithm (GA)

Algorithm 1 Genetic algorithm
g=1
Initialize population P = {p1 4, P24, --»ON,g}
- while (Not end of generation iteration) do
fori=1to N do
Calculate fitness f;
end for
Selection
Crossover
Mutation
g=g+1
end while

12



Genetic algorithm is proposed by John H. Holland [31]. The procedure of this
method is represented in Algorithm 1. Let g be the generation number. The P is
the population, the N is the population size, the ¢ is the individual number, and
the f is the fitness. First of all, population P is initialized. Since an individual in
simple GA consists of a binary string as chromosomes, the population are initial-
ized by randomly determining the binaries. Next, after the chromosomes of each
individual are decoded from the binary string to real values, fitness f is calculated
using the decoded real values. After that, selection scheme is performed for the next
generation.

There are some selection schemes such as roulette wheel selection, tournament
selection, and ranking selection, etc. A comparison of each selection scheme is re-
ported in [34, 35]. This research mainly adopts roulette wheel selection. The reason
is that this selection scheme achieves high performance on template matching with
GA [36, 37]. In the roulette wheel selection, individuals whose fitness is high are
selected with high probability. Therefore, this scheme can be represented using the

following equation.

k=1JF

Let s be selection probability.

After the selection, children are generated by crossover. Thére are also some
crossover methods, such as one point crossover, two point crossover, and uniform
crossover. In this research, the uniform crossover is used and this reason is the same
to the selection scheme. Figure 2.6 shows the uniform crossover. In this crossover,
randomly chosen genes are changed with a selected individual pair.

Finally, mutation, which inverts randomly chosen genes, is performed with a
low probability. This processing is applied to prevent premature convergence of the

population. By iterating these procedures until a termination condition is satisfied,

13



Parent 1 Child 1

-—

Parent 2 Child 2

Figure 2.6: Uniform crossover.

the optimal solution can be obtained finally. This is a simple GA algorithm.

2.4.2 Particle Swarm Optimization (PSO)

Particle swarm optimization (PSO) is a global optimization method, which uses
the metaphor of the flocking behavior of birds, etc [32]. The procedure is described
in Algorithm 2. Each particle P has position vectors X, velocity vectors V, and
pbest which is the best position vectors acquired in the search. First of all, P is
initialized by randomly determining X and V. Next, fitness f of each particle is
calculated. If the f is higher than fP%¢**, which is the highest fitness obtained in the
search, the x?*** is updated. Then, V is calculated to update X of each particle.
For the calculation of V/, inertial mass w, is firstly calculated. The wy,q, and wpmin
are the maximum and minimum limits of the inertial mass, and the 7" is the upper
limit of the number of iterations of search. These values must be defined by a user
in advance. Next, V is calculated. For this calculation, acceleration coefficient c;
and ¢,, uniform random numbers ([0.0,1.0]) ¢; and ¢,, and 29! are required. The
z9%t is the position vectors that one particle with the highest fitness has. There
are cases where the calculated V' is too large or small. In order to prevent this,
velocity clamping is applied. This is to restrict the calculated V' to a reasonable
range [—Vinaz, Vinaz)- Generally, [10,20] % of the size of each search space is set

as the [—Vinaz, Vinaz) [38]. After the clamping check, the X is updated using the V.

14



Algorithm 2 Particle swarm optimization
g=1
Initialize position vectors X = {z14,...,2n5,} and velocity vectors V =
{vig,...,Un g} Of particles P = {p14,..., DN}
while (Not end of iteration) do
fori=1to N do
Calculate fitness f;

‘1:1, g = xi,g
fépbest fz
end if
end for
Store zgest
W = Wmaz = (wmw-wmljn)xg

fori=1to N do
best
Vg = Wy g + 1y (@l — @i g) + Coda (Pt — 3y )

i,
if vy < — Vg then
Vig = ~Vimaz
end if
if Vinor < v;4 then
Vig = Vimaz
end if
Tig+1 = Tig T Vig
end for
g=g+1
end while
This is the PSO algorithm.

2.43 Differential Evolution (DE)

Recently, differential evolution (DE) [33] is researched very well since this
method achieves high performances on optimization competitions. The procedure
is described in Algorithm 3. First of all, population P is initialized by randomly
determining vectors X. The X is a real value. Next, fitness f is calculated. After
that, mutant vectors z* are calculated by mutation. By using the calculated mutant
vectors and crossover, a child v is generated. Then, the fitness of the child f* is
calculated, and parent’s vectors are replaced with the child’s vector zv if f < f*.

By iterating this procedure, a global optimum can be acquired finally.

15



Algorithm 3 Differential evolution
g=1
Initialize vectors X = {Z14, ..., Ty} of population P = {p1 4, ...,Pn g}
while (Not end of iteration) do
for i = 1to N do
Calculate fitness f;
end for
fori=1to N do
Generate a mutant vector 7, by mutation
Generate a child v; ; by crossover
Acquire fitness of the child f;
if f; < f? then
Tig41 = Tig
else

Tig+1 = Tig
end if
end for
g=g+1
end while

Here, the details of the mutation and crossover are explained. There are some
types of mutation and crossover methods and they are represented using the follow-
ing notation, DE/A/B/C. The A means the selection method of a target vector,
the B represents the number of difference vectors, and C is the crossover method.
Hence, DE/rand/1/bin means that a target vector is randomly selected (z,, 4), one -
difference vector is calculated (2, 4 — Zr,,4), and binomial crossover is applied. The
binomial croésover is explained later. The r means the randdmly chosen individual
numbers and r; # rp # r3. Since a scale F; ; is usually applied to the differencee
vector, the equation to generate a mutant vector (u; ) with the DE /rand/1/bin is

represented as below.
Uig = Try,g + Fig(Trag — Trag) (2.3)

In the mutation strategy, there are also DE/rand/2, DE [best/1, DE [best/2,

DE/current-to-rand/1, DE /current-to-best/1, etc.

16



Algorithm 4 Binomial crossover
Jrand = Tand_int[1, D]
for j =1to D do
if rand_double[0.0,1.0] < C; 4 0r j == jranq then

v, T
xi,g - mi,g
else
v __ .7
Tig = Tig
end if
end for

After the mutant vector is calculated, the child v is generated by the crossover.
There are some crossover methods, such as binomial crossover and exponential
crossover, etc. Here, the binomial crossover is described in Algorithm 4 as an ex-
ample. Firstly, a variable number j,,,q 1s randomly selected. The D is the number
of considered variables. Next, a random number of [0.0,1.0] is generated, and if the
value is smaller than C; 4 or j == J,qnq, the mutant vector :L‘fg’ is used as the child’s

vector xfg

2.5 Template Matching with a Metaheuristic Algo-
rithm

As described in Sect. 2.3, some effective object search methods are proposed.
They consider location and scale of a target object, however in-plane rotation is
not considered. This means that the rotation angle of the target object in an image
cannot be obtained. In order to acquire the angle, it is necessary to adopt other algo-
rithms or sliding window while gradually rotating the target image. Nevertheless,
this approach is ineffective. For more effective search, in-plane rotation parameter
should be simultaﬁeously optimized in addition to the location and scale. Of course,
the optimization of these geometric transformation parameters is not easy task. The

reason is that each parameter has a search space and there exist enormous solution

17



candidates. When the combination of these parameters is considered, the number
of solution candidates exponentially increases. Moreover, when the practical use is
considered, this combinatorial optimization problem must be solved within reason-
able time limit.

In order to address this problem, this research uses a metaheuristic algorithm.
This algorithm is able to simultaneously optimize multiple parameters. Hence, by
optimizing the geometric transformation parameters to localize a target object in an
image, the target object can be searched effectively. The below equation represents
the geometric transformation when the location, scale, and in-plane rotation of a

target object are considered.

x’ 1 0 i, cosf —sinf 0 s, 0 0 T
v =10 1 ¢t | |sinf cosfé O 0 sy, 0|y 24)
1 0 0 1 0 0 1 0 0 1 1

‘

Each matrix from fhe left side represents the transformation matrices of the parallel
transformation, in-plane rotation, and scale. By simultaneously optimizing the five
parameters, {., Ly, 8, s;, and sy, in each matrix using a metaheuristic algorithm, a
target object can be localized. This is the template matching with a metaheuristic

algorithm.

2.5.1 Performance Comparison between GA and PSO on Tem-

plate Matching

As explained in Sect. 2.4, there are a variety of metaheuristic algorithms. It is
necessary to investigate which method can achieve good performance on template
matching. We have already investigated this in [39], and its content is described

here.
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Figure 2.7: Examples of a target sequence: a) sequence 1; b) sequence 2; c) se-
quence 3.

For the comparative experiments, three target video sequences were created
(Fig. 2.7). All the sizes are 320 x 240 pixels. A webcamera was used to record.
The distance between the camera and a face was approximately 50 cm when the
recording started. The camera was brought close to the face while rotating manu-
ally with constant speed. When the distance between the camera and the face was
approximately 30 cm, the camera was moved away from the face to 50 cm. This
movement was repeated two times by one rotation.

Templates are acquired from the initial frame in each sequence (Fig. 2.7). All
the templates include eyebrows, palpebral fissures, nose, and mouth completely.

For the reduction of the calculation cost, the templates were scaled down to 1/4.

(a) (b) (©)

Figure 2.8: Templates: a) 29 x 29 pixels; b) 33 x 33 pixels; ¢) 30 x 30 pixels.
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The interpolation method is bicubic interpolation.
The performances of GA and PSO are evaluated based on whether they can keep
detecting the faces correctly by optimizing the geometric parameters explained in

Sect. 2.5.

Experimental Setup of GA

Genetic algori‘;hm firstly requires initialization of population. This is always
nec‘essary on an initial frame. Nevertheless, the initialization is unnecessary from
the next frames. This is because the appearance of a target object does not dras-
tically change on consecutive frames, and the local search is enough. Hence, by
inheriting the converged populétion at final generation in a current frame to the
next frame as the initial population, the local search can be achieved. This idea
is proposed as evolutionary video processing [40] and good performances are re-
ported [37, 36]. Therefore, GA introduces this approach in this comparison.

Genetic algorithm also introduces elitism. The elitism saves an elite individual,
whose fitness is the highest in each generation, and inherits to the next generation.
Since there are cases where elite fitness decreases by generation iteration, the elitism
is introduced to prevent it.

In comparative experifnents, GA optimizes parameters of parallel translation
(z,y), scales (sg, sy), and in-plane rotation (6). Since each parameter is coded as
eight bits based on my previous work [36], the chromosome length of individuals is
40 bits. The set crossover and mutation probabilities are 0.7 and 0.05. The sizes of

population and generation iteration are described later. -
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Experimental Setup of PSO

As explained in Sect. 2.4.2, it is necessary to set values of parameters for PSO

in advance. Each set value is represented below.
e Acceleration coefficient (c;, ¢3): 2.0
e Uniform random number (¢1, ¢2): [0.0,1.0]
o Upper and lower limit for inertia weight (Wiae, Wmin): 0.9 and 0.4
e The number of iterations (7°): 100

Different values have an influence on the search performance. Nevertheless, finding
optimal parameters is not main objective in this experiments, hence the parameter
investigation is future work.

Similar to GA, particle swarm of PSO at final iteration in a current frame is
inherited to the next frame as an initial particle swarm. However, PSO does not
have an algorithm such as mutation of GA to prevent premature convergence. This
causes detection failures and they are confirmed in preliminary experiments. In
order to solve this problem, Algorithm 5 is introduced.

Let N be the swarm size. The D is the number of variables, and D = 5 in

this comparative experiments since the five geometric transformation parameters

are optimized. Each z, v, zP***t is the position vector, velocity vector, and pbest.

Algorithm 5 Mutation for PSO.
for : =1to N do
if 7 1= gbest then
for j=1to D do
if rand_double[0.0, 1.0] <= 0.07 then
Initialize 27, v/, and z?***%
end if
end for
end if
end for
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The threshold 0.07 was empirically determined. By generating uniform random
numbers and using them, the vectors are initialized.

In order to suppress generation of too small of large velocity vector, velocity
clamping is introduced. Generally, [10,20] % of the size of each search space is
set [38]. In the experiments, three different ranges, 10%, 15%, and 20%, are adopted

and compared.

Other Experimental Setup

Since the both of GA and PSO depend on a random number, different ten ran-
dom seeds were tried. The average value of all the results was used for the evalu-
ation. The number of used swarm sizes was 10, 30, and 50. The population sizes
of GA were 10, 31, and 52. The reason why these sizes were set is that the differ-
ence of the detection accuracy is corﬁpared by adjusting processing time as much as
possible. Each search range of the optimized geometric transformation parameter

is represented below.
o Parallel translation (z,y): [0,319] and [0,239]
o Scales for z and y axes: Different scales depending on target sequences
o In-plane rotation (6): [0,360]

The adopted fitness function for GA and PSO is based on sum of absolute dif-

ference (SAD). Equation (2.5) represents the fitness function.

h w
D0 ey = Pagl
f_lo_y=1:c=1 (25)
o 255 X w X h '

Let f be the fitness. The z and y are the coordinate, and the w and h are the width

and height of the template. The p’ and p mean that pixel value of a template and a
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Figure 2.9: Manually set evaluation points.

target image.

In order to judge the result, we set two criteria. The first criterion is that when
a detection bounding box, whose size is increased to 110 %, includes all the five
evaluation points, the result is judged as success. Figure 2.9 shows the examples of
the evaluation points. They are manually set. Each point indicates the upper eyelids,
inner corners of eyes, and bottom of mouth. When it is difficult to set the point
due to occlusion of hair, the point is predictively set. The second criterion is the
judgment of the in-plane rotation. There is a possibility that the result is judged as
success even though the rotation angle is not correct. In order to remove such case,
the distances between the upper left and right vertexes of the detection bounding
box, and the evaluation point of the bottom of mouth are calculated. Also, the
distances between the upper left and right vertexes of the detection bounding box,
and the evaluation points of the both upper eyelids are calculated. If the distances
to the upper eyelids are shorter than the distance to the bottom of mouth, the result
is judged as success.

The computer which was used has 3.2 GHz CPU and 4 GB physical memory.

Experimental Results and Consideration

From Table 2.1 to 2.4 show the detection accuracy and processing time per
one frame of GA and PSO. When all the accuracy of PSO with different velocity

limitations are compared, 20 % is the best. Therefore, this percentage is the most
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Table 2.1: Results of GA.
The number of individuals 10 31 52

Accuracy (%) 945 964 977
Processing time (millisecond) 36.8 111.0 185.0

Table 2.2: Results of PSO. The velocity limitation is 10 %.
The number of particles 10 30 50
Accuracy (%) 88.2 94.7 965
Processing time (millisecond) 38.7 114.4 187.1

Table 2.3: Results of PSO. The velocity limitation is 15 %.
The number of particles 10 30 50
Accuracy (%) 885 97.0 974
Processing time (millisecond) 37.9 111.8 1874

Table 2.4: Results of PSO. The velocity limitation is 20 %.
The number of particles 10 30 50
Accuracy (%) 91.1 972 979
Processing time (millisecond) 37.4 111.0 186.2

suitable percentage for template matching. When the population and swarm sizes
are 10, the accuracy of GA is higher while the accuracy of PSO with 30 and 50 is
higher. This reason is that different from GA, PSO is better at addressing continuous
problems such as video processing since the particles search based on directional
vectors. On the other hand, GA does not consider the directional vectors since
individuals are encoded as binary. This algorithm difference causes the accuracy
difference.

By obtaining optimized geometric transformation parameters, sensiﬁg of the
target object in images is possible. Figure 2.10 shows the detection results by GA
and PSO. The values of the optimized parameters to acquire the detection bounding
box are represented in Table 2.5. This result indicates that the both methods obtain
the similar sensing information. Different from the search methods enumerated in
Sect. 2.3, metaheuristic algorithms are able to acquire the in-plane rotation easily in

addition to the location and scale. Therefore, this approach is more effective.
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(b)

Figure 2.10: Used frames to obtain sensing information: a) GA; b) PSO.

Table 2.5: Sensing result of Fig. 2.10.
Information GA PSO

. x 145 144
Coordinate i il T
z 18 1.9

Scale factor y 21 19

Angle of rotation 213 215

Finally, result examples by GA and PSO are shown in Fig. 2.11 and 2.12. The
both methods accurately detect the face. This is the technique, which is mainly
adopted to all the researches in this thesis. By applying this technique, a variety of

tasks are addressed. The following each chapter describes the details.
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Figure 2.12: Result examples by PSO.
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Chapter 3

High-speed Multiview Face Detection
and Tracking Using Effective
Template Generation and Search by

GA

In this chapter, I explain the high-speed multiview face detection and tracking
using effective template generation and search by GA. This research is published
as “high-speed multiview face localization and tracking with a minimum bounding
box using genetic algorithm” in [36].

In order to detect and track a multiview face, the following ideas are introduced.
For example, a head is treated as a cylinder and the multiview face can be rep-
resented using the development of lateral surface (2D model). The face can be
localized by a template, which is generated from the model and corresponds to the
target face direction. Processing is very fast because parameters for both template
generation and affine transformation are simultaneously optimized by GA. In the

experiment, challenging 60 video sequences are created in a situation where sub-

27



jects drastically move their faces in a room using a standard computer and web
camera. Then, the proposed method is applied to the sequences and the perfor-
mance is investigated. As a result, the proposed method achieves fast and accurate

multiview face localization and tracking.

3.1 Introduction

A human face has much information that is useful for many systems employing
cameras. For example, there is an eye detection method for detection of sleeping
at the wheel [41] and lip detection and reading methods for an interface and com-
munication systems [40, 42]. Generally, these methods firstly localize a face, and
set a ROI to obtain eyes and lip information. Therefore, accuracy and localization
speed are important for practical use. However, there are some difficulties: 1) Each
photographic environment is different, 2) Parameters of cameras are différent in the
real world, and 3) Face direction is not always frontal. In order to overcome these
problems, many methods have been proposed. In particular, many methods treat
the face detection problem as a binary decision one, with Viola’s method [43] being
one of the most famous to so. In recent years, many methods using deep learning
have been proposed [44, 45]. These methods are based on prior machine learning
and this approach is currently the standard one. However, there are some problems:
- 1) Collecting and creating datasets are hard work [46], 2) Learning does not al-
ways converge [47]- therefore, empirical parameter tuning is necessary, and 3) The
learning time is long [48].

In order to avoid these problems, we treat face localization not as a binary deci-
sion problem but as an optimization problem in this research. Because our research
considers applying to the systems described above in the future, one precondition,

where the number of users is one, can be set. In other words, one face always ap-
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pears in each frame and the face can be localized using optimization methods by
setting the affine transformation parameters, which localize the face, as the global
optimum. Nevertheless, the sum of candidate solutions, which exist in each parame-
ter space, is enormous. Because seven types of parameters are used in this research,
the sum of candidate solutions further increases. This is a combinatorial optimiza-
tion problem, which makes it difficult to search for the global optimum in real-time.
However, evolutionary computation methods including GA [49] can solve the prob-
lem efﬁc‘iently. By focusing on this advantage and applying it to template matching,
we deal with multiview face localization and tracking. Because candidate regions
are generated by chromosomes of each individual, the scale and rotation of regions
can be adaptively adjusted by generation iteration, unlike sliding window. In other
words, since candidate regions are invariant with the scale and rotation, the labor
for feature design can be reduced.

Our considering applications are based on video processing while also proposed
method must be fast. Because sliding window, which is often used in many meth-
ods, iteratively scans the whole image, this method is not suitable for video pro-
cessing. After the face is globally searched and localized in the initial frame, lo-
cally searching and tracking it from the second frame is more efficient. Of course,
the .sliding window can achieve this. However, if scale and rotation are considered,
the computational complexity increases, so this approach is still inefficient. On the
other hand, GA can achieve what is needed. Besides, the population can automat-
ically and globally search when tracking is lost. Hence, template matching with
GA has some advantages. Based on this approach, accomplishing multiview face
localization and tracking with high-speed is our main objective in this research.

The size of the detection bounding box according to recent methods [50], which

are based on prior machine learning, tends to be large (Fig. 3.1(a)). However, the
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(a) (b)

Figure 3.1: Difference in the size of the bounding box: (a) a recent face detection
method [50]; (b) proposed method.

size should be as small as possible because a large bounding box has noises, such
as background. Hence, we also address localization and tracking problems with a
minimum bounding box (Fig. 3.1(b)) in this research. Note that the meaning of
the minimum bounding box is the minimum region surrounding face parts such as
palpebral fissures, nares, and a mouth, but, as much as possible, has no noises such
as hair and background.

In the experiment, a challenging 60 video dataset in which subjects drastically
move their faces with various backgrounds was created. In each frame, only one
face appears. In addition, any illumination changes and occlusions are not included
since the proposed method will be applied to the systems, which are used in rooms.
The proposed method and comparative methods are applied to the created dataset,
and the performances are compared.

Particle filter (PF) [51] can be applied to this research since the structure is
similar to GA. However, PF has more pre-determined parameters. For example, the
ranges of velocity and noise vectors for all the state vectors must be determined in
advance if the linear and non-Gaussian model is used. Because this is hard work

and GA does not require these settings, this research focuses on GA.
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3.2 Proposed Method

3.2.1 Basicldea

A human head can be approximated using an ellipsoid or a cylinder [52, 53].
Development of cylinder’s lateral surface can be represented from a profile to frontal
face using only one 2D model. Hence, the multiview face can be localized using a
template, which is generated from the model and corresponds to the face direction
with yawing. The rotated (in-plane) face can be localized by rolling the model.
Also, appearance change with pitching can be represented by changing distance
of facial parts of the model. For example, the distance between palpebral fissures
and nares is short when facé direction is upward. The distance between nares and
mouth is short when face direction is downward. This change can be represented
easily using the 2D model. Thus, there is an advantage as calculation cost is small
because the 3D appearance change can be represented by the 2D model.

There are some problems about the above ideas. For insténce, after all patterns
of the templates are generated, all matching scores must be calculated in a whole
target image, since prediction of face direction in advance is difficult. This approach
takes a long time. Other problems are generalities of the 2D model and features.
They must be considered for all user’s faces. In this section, we explain a solution
for these problems. Note that the proposed method simulates the 2D appearance
changes by the 3D head pose changes but the method does not estimate the 3D head
pose. The outline and the pseudo code are described in Fig. 3.2 and Algorithm 6.

The detail is explained in the following sections.
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Figure 3.2: Outline of the proposed method. Red bounding box indicates the face
candidate region. Green bounding box indicates the elite individual and localization
result.

Algorithm 6 Proposed method
Input 2D face model
Generate population for GA
while (Not end of a video frame) do
Input one video frame
Create binary and skin region extracted images
while (Not end of a generation iteration) do
Create templates from the model using the population
Calculate matching scores (fitness)
Selection, crossover, and mutation
end while
Obtain the elite individual
Display the detection result of the elite individual
end while

3.2.2 2D Model

As described in the previous section, a human head can be approximated using
a cylinder. Development of lateral surface is a rectangle and the rectangle model

is created as shown in Fig. 3.2. The model is a binary image. The black regions
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indicate palpebral fissures, nares, and a mouth. The eyebrows are not used because
there are cases where they are occluded by frontal hair. Since this research focuses
on high-speed, the created model is simple and small (36 x 22 pixels). Of course,
many models with varied appearances can be created By changing the shape, width,
and height of regions, which represent the model and the facial parts. We should
consider these models, however we do not discuss them because this paper focuses
on a localization and tracking possibility of the multivew face by optimization.

In order to detect a face using the 2D model, parameters for template generation
and for face candidate regions are necessary. The proposed method localizes the
face by obtaining these optimized parameters. The details of these and the opti-

mization method are explained in the following sections.

3.2.3 Template Matching with Genetic Algorithm (GA)

For multiview face localization, a variety of methods can be épplied. In partic-
ular, detector based approaches are popular; however, generating a trained model
is hard work and the calculation cost of sliding window is large. Therefore, an
optimization based approach is adopted in this research.

This ai)proach can localize the face region by setting the affine transformation
parameters that indicate the face region as the global optimum and the function to
calculate the matching score as the objective function. Nevertheless, optimizing the
seven parameters, which are for affine transformation (z, y, s, and 6) and template
generation (a, b, and c) as shown in Fig. 3.2, is difficult. This is because the number
of candidate solutions in each parameter is large and the sum of combined candidate
solutions is even larger. Evolutionary computation methods including GA can solve
this combinatorial optimization problem efficiently. Hence, we address this problem

by constructing an algorithm, which can localize the multiview face at high-speed,
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by applying GA in this research. The applied GA is the binary coded GA [49]. The
reason why this GA is used is that the speed of the crossover and the mutation is
faster than the real coded GA.

We explain how to localize the face using GA and model. Templates are gener-
ated from the model using chromosomes, a, b, and c of the individuals. Figure 3.3
represents the procedure. First of all, a pixel range [a, b] is determined by the chro-
mosome. If ¢ < 0, the region under the horizontal line of the upper nares in the
template shifts up |c| pixels. Otherwise, the region over the horizontal line of the
lower nares shifts down c pixels. By processing in this way, the template is gener-
ated. Figure 3.3 is an example of (a, b, ¢) = (11, 33, —4). The number of generated
templates is the same to the population size because the templates are generated
using chromosomes of each individual. Next, rectangles, with a size the same as
each generated template, are transformed by the parameters of z,y, s, and 6. The
located rectangles in a target image are called candidate regions and each matching
score is calculated using the fitness function. The detail of the function is described
in Sect. 3.2.3. The calculated matching score is used as the fitness in template
matching with GA.

After all the fitness scores are acquired, genetic operations, selection, crossover,

and mutation are performed to generate next population. In this research, the roulette

B
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Figure 3.3: Example of template generation.
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wheel selection and the uniform mutation are used. The roulette wheel selection is

a process to select the individuals based on the following equation.

fi

=t 3.1
Z§=1 fk ( )

%

Let P and 7 be the selection probability and the individual number. The f and N
are the fitness and the population size. In this selection method, the probability of
individuals with high fitness being selected is high. Next step is crossover. Uni-
form crossover is adopted and assigns the genes of the parents to the offspring. The
parent’s gene to be copied at each crossover point is randomly determined. Uni-
form crossover can generate various types of chromosomes and diversity can be
maintained [54]. Last operation is mutation. The probability of mutation randomly
inverting the genes is low. This operation is also applied to maintain diversity. By
iterating these genetic operations, the population for the next generation is produced
and the parameters are updated. This GA has already been applied to an eye track-
ing method [41] and a lip detection method [40], and high detection accuracy is
reported. Therefore, these operations are also effective in this research.

The proposed method introduces evolutionary video processing [40]. This pro-
cessing initializes the population just once at the first generation in an initial frame,
and inherits them from the final generation to the next frame as the initial popula-
tion. The reason why this processing is used is that the search is effective because
the face appearance does not drastically change in consecutive frames. Also, this

processing can reduce calculation cost for initialization.

Fitness Function

In this research, the fitness is calculated in each candidate region by counting

the number of pixels, which represent the black in the binarized image and skin
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region in the skin ‘region extracted image. The binarizcd image is used because
face parts, such as palpebral fissures, nares, and a mouth, can be extracted as black
pixels. The reason why the skin region is focused on is that most backgrounds can
be reméved. Since the binarized image and the skin region extracted image can be
treated as binary, calculation cost is reduced, which is an advantage. By combining
these features, the multiview face can be localized. However, we noticed the gen-
erated template size tends to be small in the preliminary experiment. For instance,
the template representing the profile face localizes half of the frontal face. In or-
der to suppress this tendency, information about width and height of the generated

templates is introduced. The designed fitness function is represented in Eq. (3.2).

I = Tskin + Tparts + 0.5Pskin + 0.5(Twidth + Theight) (3-2)
Tekin = M/84n (3.3)
Toarts = €/ Sparts (3.4)
Pskin = 1.0—e/s% (3.5)
Twidth = W'/ Winodel (3.6)
Theight = N'/Hmodel 3.7

The fitness function consists of a reward r and a penalty p, and they are normalized
to [0.0,1.0]. The 7, represents the proportion of the number of white pixels in
the skin region of the template. The m and the s,,, in Eq. 3 mean the number of
white pixels in the skin region of the template and the area of the skin region of the
template, which is generated by the ¢th individual. The rp,+s is the proportion of
the number of black pixels in the face parts regions of the template. The e and 5%,

in Eq. 4 are the number of black pixels in the face parts regions of the template and

the area of the face parts regions of the template, which is generated by the 7th indi-
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Figure 3.4: Preprocessing for a binarization: (a) color; (b) gray scale; (c) twice
grayscale erosions; (d) binarization using an adaptive threshold.

vidual. The pgy;, represents the pfoportion of the number of black pixels in the skin
region of the template (Eq. 5). The 7.4, and the 7p.i05: are the proportion of the
width and the height of the template to the width and the height of the model. The
w' and the W,,,04¢; in Eq. 6 represent the width of the generated template by the ith
individual and the width of the model. The A* and the H,,,,q¢; in Eq. 7 represent the
height of the generated template by the ith individual and the height of the model.
The constant values, 0.5, are the weight, which are determined empirically. They
are necessary since no weights cause a localization error in uniform background
due to the influence of the pgxin. Also, too large a template tends to be generated by

the influence of the 74, and the rpeign:. The weights can reduce these failures.
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3.2.4 Preprocessing

After a video frame is input, binary image and skin region extracted image are
created. Figure 3.4 shows the generation process for the binary image. Firstly, a
target color image (Fig. 3.4(a)) is converted to a gray scale image (Fig. 3.4(b)). Sec-
ondly, grayscale erosions are performed twice to enhance face parts (Fig. 3.4(c)).
The 3 x 3 kernel is used and replaces the centered pixel with the minimum pixel
value in the neighborhood. After that, the binary image is generated using an adap-
tive threshold (Fig. 3.4(d)). Thresholding is performed based on the following equa-
tions.

0 ifp(z,y) <t

B(z,y) = (3.8)
: 255 otherwise

5 5
t = {11i1122p(:c+i,y+j)}—~v (3.9)

Let B be the binarized pixel and the target pixel at (z, y) is denoted as p(z, y). The
t is the threshold, which is calculated in a neighborhood of 11 x 11 pixels. The
neighborhood size affects the line width of the edges after the binarization. The
smaller size is the thinner line width. Because the area ratio between face parts and
skin after binarization should be the same to the model, 11 x 11 is set based on the
preliminary experiment. The v is a constant value. The smaller v is, because more
black pixels appear as noise. Since much noise affects the accuracy, v = 10 is used
based on the preliminary experiment. These fixed parameters are easily affected by
large illumination change. However, these parameters can be applied because this
research supposes that there is no illumination change, as mentioned in Sect. 3.1.
The same values are used in all the experiments.

Next, the procedure to create a skin region extracted image is explained. In this
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research, the method of Chai et al. [8] is used. This method can extract the face
region from a head-and-shoulders view even if background is cluttered. Also, this
method does not use prior machine learning. Hence, it is suitable to our concept. We
briefly explain the algorithm. There are five stages in this method. At the first stage,
the candidates of the skin region are extracted. After an input image is converted to
YCrCb color space, the Cr and Cb components are obtained. Next, candidate pixels
are extracted based on the following equation.

' 1 if (C R )N (Ch(z, R
Gy = | T O @DERNCOE YR

0 otherwise
The C(z,y) indicates whether a pixel at (z,y) is a candidate or not. The Cr(z, y)
and Cb(z,y) represent the pixel values in the Cr and Cb images. The Rg, and
Réb indicate thé ranges of the pixel value, [133,173] and [77,127]. The extracted
candidates are shown in Fig. 3.5(a). At the second stage, the pixels are classified
into three classes (D(z, y)), non-facial region, intermediate, and facial region, using

the following equations.

¢

facial region ifd(z,y) =16

D(z,y) = intermediate if 0 < d(z,y) < 16 (3.11)

non-facial region if d(z,y) =0

3 3 .
d(z,y) = > Y Cldz+i,4y+7) ‘ (3.12)

j=0 i=0

Note that where z = 0,..., Wigrget/4d — 1 and y = 0,..., Higrget/4 — 1. The
Wiarget and Hyqrger are width and height of target image. Through this processing,
the resolution is reduced to 1/16 (Fig. 3.5(b)). Next, the following three steps are ap-

plied. 1) All the D(z,y), which correspond to the edge of the image, becomes zero
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Figure 3.5: Preprocessing for skin region extraction: (a) extraction of the skin re-
gion candidates (stage one); (b) classification of the candidates (stage two). Facial
region, intermediate, and non-facial region are represented by black, gray, and white
pixels; (c) geometric correction (stage four); (d) reconstruction of the resolution
(stage five).

(non-facial region). This means that D(0,y) = D(Wigrget/4 — 1,y) = D(z,0) =
D(z, Higrget/4 — 1) = 0. 2) While the 3 x 3 neighborhood scans the whole image
and D(z,y) becomes zero when the number of d = 16 in the neighborhood is less
than five. 3) The 3 x 3 neighborhood scans the whole image and D(z, y) becomes
16 when the number of d = 16 in the neighborhood is greater than two. At the
third stage, the pixels with uniform intensities are eliminated as background. How-
ever, this stage is not used in this research because results are detrimental. At the
fourth stage, the number of connected pixels of horizontal and vertical directions
is checked. If the number is lower than the threshold, the pixels are eliminated as
noise (Fig. 3.5(c)). At the fifth stage, the resolution of the image in the fourth stage

is reconstructed by using the image in the first stage (Fig. 3.5(d)).
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Figure 3.6: Examples of the dataset 1. All the images are the first frame: (a) back-
ground 1; (b) background 2; (c) background 3.

3.3 Experiment

3.3.1 Creation of a Dataset

This research considers applications to low cost systems, such as those used in
rooms with feeding devices for orthopedically-impaired people [37]. Hence, video
datasets in which chest-to-head area of one subject appears are necessary. Many
face datasets exist; however, there is no suitable dataset for our objective, as far as
we know. For example, AFLW [55] and FDDB [52] are famous datasets. How-
ever, they are not video data. Biwi kinect head pose database [56] is close to the
considered environment since this is a video dataset with chest-to-head of one sub-
ject appearing. Nevertheless, the change of the face direction and the number of
backgrounds are small. Thus, there is no applicable dataset and so we created
a new dataset. We firstly took videos of ten subjects with three different back-
grounds (dataset 1 and Fig. 3.6). Moreover, another dataset, which contains more
various backgrounds, was created (dataset 2 and Fig. 3.7). The number of subjects
in dataset 2 is five, with four of them being the same as dataset 1 and the other is
a new subject. The number of background types is six. Because the applications
to low cost systems are considered, a cheap web camera, HD pro webcam C910 of
Logicool, was used with 30 fps. In both datasets, the first face direction is arbitrary

and the subject freely moves face by the end. Speed of movement is not restricted,
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Figure 3.7: Examples of the dataset 2. All the images are the first frame: (a) back-
ground 4; (b) background 5; (c) background 6; (d) background 7; (e) background 8;
(f) background 9.

(a) (b)

Figure 3.8: Example of a sequence: (a) initial frame; (b) 93th frame; (c) 186th
frame.

however, to avoid blur, it is not too fast. The created dataset can be opened and
downloaded at our project web page [57]. Figure 3.8 shows an example of face

direction change in one sequence.

3.3.2 Creation of Ground Truth

Ground truth is created for evaluation and its data also can be opened at our web
page [57]. The ground truth is created based on the following rules. If the face is

only pitching or rolling, the upper side of the ground truth passes both upper sides
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(b)
Figure 3.9: Examples of ground truth.

of the palpebral fissures. If the face is yawing, the upper side of the ground truth
passes the upper side of one palpebral fissure, the one that has a smaller y coordi-
nate. Because the lower side of the ground truth passes through the bottom of the
mouth regardless of the face direction, the height of the ground truth is determined.
Next, by determining the maximum width, which includes the palpebral fissures,
nares, and the mouth, but, as much as possible, does not contain hair, sideburns,
and background, the ground truth is created. If the palpebral fissures are occluded
by hair, the ground truth is predicted and created. Examples of ground truth are

shown in Fig. 3.9.

3.3.3 Evaluation Method

The objective of the proposed method is to localize the multiview face by op-
timizing parameters for template generation and affine transformation. Also, this
research focuses on video processing while localization accuracy must be high in
all video frames. In order to evaluate the localization accuracy, the average over-
lap ratio [58] between the localization result and the ground truth in each target
sequence is used. As comparative methods, Orozco’s detection method [50] and
Saragih’s tracking method [59] are applied. Since Orozco’s method outputs an up-
right bounding box, the rotated ground truth cannot be used for the evaluation. In-

stead, an upright bounding box is created from the ground truth and used because
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it almost represents the minimum face region. The Saragih’s method also does not
output the bounding box so bounding box must be created using landmarks for the
evaluation. To create a bounding box similar to the proposed method for fair com-
parison, just some selected landmarks are used. The proposed méthod outputs the
bounding box, which passes through the top of the palpebral fissures and the bottom
of the mouth, and includes all the face parts. Based on this, the landmarks, which
indicate the contours of the palpebral fissures and the mouth, and indicate the facial
contour included in the range of y coordinate from the top of the palpebral fissures
to the bottom of the mouth, are selected. The bounding box is created from these

selected landmarks.

3.3.4 Settings

As shown in Fig. 3.2, seven parameters are optimized. Each search space is

represented below.
e (a,b,c): ([0,17],[18,35],[-6,5])
e Parallel translation (z,y): ([0,319],[0,239])
e Scale (s): [2.0,5.0]
e Rotation (0): [-50,50]

As indicated in Fig. 3.3, the a, b, and c are necessary to generate templates from
the model. The combined range of a and b is [0,35] to represent from a profile
to frontal face. The c represents the appearance change by pitching of the face.
The range is [-6,5] and this is the conceivéble maximum range in this research.
. The search ranges of the z and the y are [0,319] and [0,239} because the size of

target images is 320 x 240 pixels. Ranges of scale and rotation are [2.0,5.0] and
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[-50,50], which are also conceivable maximum ranges. Chromosome length per
one parameter is 8 bits based on our related work [41]. Crossover and mutation
probabilities affect convergence speed and maintenance of diversity of population.
However, any determination method can be established and the values close to 1.0
and 0.0 are often used [60]. Therefore, 0.95 and 0.05 are set in this research based on
the preliminary experiment. There is no established theory to determine population
and generation sizes. Generally, population size is smaller than generation size since
evolutionary computations acquire an optimum solution by evolving the population.
Hence, 100 is set as generation size and five kinds of population sizes (), 10, 20,
30, 40, and 50, are checked. Twenty random seeds are used and the average is
shown as the whole result since GA depends on the random seed.

In the experiment, average processing time per one image is measured. CPU
and RAM of the computer are comprised of Intel Core i7-3770S (3.1 GHz) and

16 GB.

3.4 Result and Discussion

3.4.1 Datasetl

Table 3.1 shows the results. The performance of the proposed method with all
the NV and background types is higher. Especially, performances in background 1
and 2 are high. Figure 3.10 shows the localizatioh examples from background 1
and 2. Top left in the image indicates the generated template from the elite indi-
vidual. A template similar to the face appearance is generated and adapted to face
direction. Also, robustness of localization is shown regardless of any large face di-
rection change. Figure 3.11 shows convergence of population in an initial frame of

a sequence. The green and red bounding boxes represent the elite and other indi-
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Table 3.1: Average overlap ratio in dataset 1.
Background type
1 2 3 3’
N =10 0.61 0.58 031 045
N=20 063 0.59 025 045
Our method N =30 0.63 0.58 0.18 045
N =40 0.64 059 0.17 045
N =50 064 058 0.15 044
Saragih et al. 0.54 040 0.24 -
Orozco et al. 030 027 025 -

(b)

Figure 3.10: Examples of the results: (a) from the background 1; (b) from the
background 2.
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(2) (b) (©

Figure 3.11: Convergence of the population. Generation is: (a) first; (b) 40th; (c)
final.

viduals in the first generation. Top left of image indicates the generated template
from the elite. Parameters for affine transformation and template are optimized as
generation iterates.

In background 3, the performance of proposed method (when N = 10) is higher
than the comparative methods, however the difference is lower compared to back-
grounds 1 and 2. One reason for this is the existence of a region that is similar to the
face. Figure 3.12 shows a typical example and each image from left to right shows
the result image with generated template, binary image, and skin region extracted
image. The localization fails because the cardboard in the shelf has a similar pattern
to that of the template and skin region pixels. This failure occurs in all the sequences
of background 3. In order to investigate the failure result in greater depth, we ex-
perimented again after the cardboard region ((z,y,width,height)=(165,61,65,41))
is eliminated as shown in Fig. 3.13(a). The result is represented in Table 3.1 (back-

ground 3”). The performance does not improve very much and the average overlap

Figure 3.12: Typical failure on a cardboard in the background 3.
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(a) (b)

Figure 3.13: Elimination of the cardboard: (a) example of the elimination; (b) de-
tection failure.

Figure 3.14: Examples of tracking failure by Saragih’s method.

ratio is about 0.45. The reason for this is that there are many downward faces
in background 3 (Fig. 3.13(b)) since the camera position is higher than the faces.
The proposed method fails on a downward-looking face because face parts are self-
occluded and this is common in all the sequences. Therefore, an improvement such
as switching to online tracking, etc., is necessary. We will explore this in our future
work.

Performances of comparative methods are lower than proposed method in all
sequences. The average overlap ratio by Saragih’s method [59] is higher than the
Orozco’s method [50]. Examples of tracking failure by Saragih’s method are shown
in Fig. 3.14. This method can track the multiview face with high speed. Neverthe-
less, fitting error occurs in the middle of tracking since the amount of face direction
change is too large for this method. The cumulative error finally causes a local-
ization failure, as shown in Fig. 3.14. Because this failure occurs in consecutive

frames, the average overlap ratio decreases. Another reason is face detection fail-

48



ure. Saragih’s method requires face detection to set ROI to fit the model, in order to
obtain facial landmarks before tracking. However, there are cases where the mul-
tiview face cannot be detected in the initial frame and some consecutive frames
due to large face direction. This causes some false negatives and they decrease the
average overlap ratio. Thus, the performance of Saragih’s method is lower than
proposed method. The performance of Orozco’s method is also low. This is be-
cause the bounding box for detection is too large as shown in Fig. 3.1(a). This
method has higher performance on AFLW [55] and FDDB [52] datasets, which are
often used as a benchmark. However, if multiview face detection with a minimum
bounding box is considered, the performance decreases because the bounding box
for detection is too large and it cannot obtain a high overlap ratio. Performance may
be improved by simple scaling down of the large bounding box. However, it is not
easy to decide the amount of scaling to acquire the minimum bounding box that will
fit the face parts. Therefore, simple scaling is not suitable for our purpose. Also,
general face detection methods output only upright bounding boxes. It means that
the background is included in the bounding boxes when the face has out-of-plane
rotation. On the other hand, the bounding box of the proposed method does not in-
clude much background since the parameter of in-plane rotation is optimized. Also,
correction of in-plane rotation is easy when the optimized parameter is used. This
1s an important factor for applications, which obtain eyes and mouth information.
Therefore, the proposed method is a practical method.

Table 3.2 shows average processing time of each method. The time by the pro-
posed method is shown with each population size (V). Based on increase of NV,
the time also increases. This processing time is from template generation to gen-
eration iteration for the detection. The proposed method is very fast. However,

Saragih’s method is faster. This is because the amount of appearance change of the
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face between the consecutive frames is small, and the local patches of the model
can keep fitting and the face can be tracked for a small calculation cost. All the av-
erage processing times in Orozco’s method are over one second. Since this method
uses a deformable part model, some part filters must be applied to an image with
different scales. It is necessary to iteratively scan the whole image, so calculation
cost is large. Considering average processing time and localization performance,

the proposed method is the most exceptional method.

3.4.2 Dataset?2

The average overlap ratio in the dataset 2 is shown in Table 3.3. From the result,
performance of proposed method is the highest. Since performance in dataset 1
is also high, the proposed method is the best one. On the other hand, the perfor-
mances of Sarahi’s and the Orozco;s methods are low, which is due to the same
reason in dataset 1. Figure 3.15 shows result examples in each background of pro-
posed method. Although each subject’s face has a variety of locations, scales, and
rotations, the proposed method detects all the faces. Similar to the result in the
dataset 1, the proposed approach is robust to in dealing with affine transformation
and out-of-plane rotation. Therefore, proposed method can be applied to systems,

such as feeding devices for orthopedically-impaired people [37] and communica-

Table 3.2: Average processing time in the dataset 1 (ms).
Background type

1 2 3 3’

N=10 86 87 92 89

N=20 173 173 182 179

Ourmethod N =30 25.7 258 271 26.7

N=40 343 344 359 355

N =50 429 429 448 443
Saragih et al. 56 48 5.0 -
Orozco et al. 1233 1246 1241 -
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Figure 3.15: Result examples of the proposed method in each background.

tion systems [42].

Nevertheless, proposed method fails in skin region extraction and localization
and tracking of a downward-looking face. Figure 3.16 shows a failure example.
Because the necessary features are lost by self-occlusion, detection fails. Also,
false skin region extraction of cloth is another problem. Therefore, in the figure, it
is necessary to propose a new method, which can solve these problems.

Table 3.4 shows the average processing time in dataset 2. This result is similar
to dataset 1. The proposed method where N = 10 is fast, however Saragih’s method

is faster. The average processing time by Orozco’s method is over one second in all

Table 3.3: Average overlap ratio in dataset 2.
Background type
4 5 6 7 8 9

N =10 048 0.53 0.55 0.62 0.50 0.63

N =20 054 053 055 0.63 0.57 0.64

Our method N =30 0.53 0.54 0.55 0.63 0.53 0.64
N =40 0.53 0.54 054 0.63 0.55 0.64

N =50 048 0.53 0.55 0.62 0.50 0.63

Saragih et al. 046 036 0.51 040 0.50 047
Orozco et al. 031 028 030 030 0.26 0.28
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Figure 3.16: Failure example of the proposed method.

Table 3.4: Average processing time in the dataset 2 (ms).
Background type
4 5 6 7 8 9
N=10 96 96 92 88 88 87
N=20 186 180 179 17,5 17,6 174
Our method N =30 27.5 26.6 265 260 261 258
N=40 365 353 352 346 348 345
N=50 452 438 436 428 432 428
Saragih et al. 55 57 60 56 57 56
Orozco et al. 1254 1245 1235 1236 1238 1236

backgrounds. Saragih’s method is the fastest, however the localization performance

of the proposed method is the highest and it is practical to use.

3.5 Summary

In this research, we propose a novel high-speed multiview face localization and
tracking method with a minimum bounding box by applying template matching
with GA to video processing. A human head is approximated using a cylinder and
from a profile to frontal face is represented using a 2D rectangle model, which
is the development of the lateral surface. Then, multiview face localization can
be achieved by adaptively generating a template, which corresponds to target face
direction, from model. Also, high-speed processing is achieved by simultaneously

optimizing parameters for template generation and affine transformation using GA.
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For the experiment, different subjects with different backgrounds are recorded in a
room using a standard web camera. Performance of proposed method is higher than
comparative methods, which are based on prior machine learning. Also, proposed
method has the advantage of being able to easily obtain sensing information and
correct in-plane rotation because affine parameters can be obtained from an elite
individual. However, proposed method often fails when there is a region similar to
the face in a background and the face direction is downward. In the future, we will
aim for higher performa;me by considering a new model, features, preprocessing,
and method. Due to limitations of space, the estimation of face directions cannot be
mentioned. We think the proposed method has substantial potential. The study of

this will be our next task.
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Chapter 4

Multiview Face Tracking on Privacy

Protected Videos

In this chapter, I explain a face tracking method on privacy protected videos.
Nowadays, many computer vision techniques are applied to practical applications,
such as surveillance and facial recognition systems. Some of such applications fo-
cus on information extraction from the human beings. However, people may feel
psychological stress about recording their personal information, such as a face, be-
havior, and cloth. Therefore, privacy protection of the images and videos is nec-
essary. Specifically, detection and tracking methods should be used on the privacy
protected images. For this purpose, there are some easy methods, such as blurring
and pixelating, and they are often used in news programs, étc. Because such meth-
ods just average pixel values, no important feature for the detection and tracking
is left. Hence, the preprocessed images are unuseful. In order to solve this prob-
lem, we have proposed shuffle filter and a multi-view face tracking method with
genetic algorithm (GA). The filter protects the privacy by changing pixel locations,
and the color information can be preserved. Since the color information is left, the

tracking can be achieved by a basic template matching with histogram. Moreover,
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by using GA instead of sliding window when the subject in the image is searched,
it can search more efficiently. However, the tracking accuracy is still low and the
preprocessing time is large. The proposed multiview face detection and tracking
method, which is described in previous chapter, is also unable to achieve high per-
formance. Therefore, a new method is proposed in this research. In the experiment,
the improved method is compared with our previous work, CAMSHIFT, an online
learning method, and a face detector. The results indicate that the accuracy of the

proposed method is higher than the others.

4.1 Introduction

Until now, many cameras are set up everywhere and they are utilized for many
purposes through computer vision techniques. One of the major examples is a
surveillance system in public and private spaces. Although the surveillance sys-
tem has been becoming popular, recording in the public and private spaces stresses
people out because the recorded videos have much private information, such as a
face and behavior. In order to solve this problem, protecting the privacy is neces-
sary. Since a relationship between the privacy protection and the surveillance cam-
era is strong, there are some researches [61, 62]. For example, there is a method
that a processing such as background subtraction obscures the personal informa-
tion. However, this approach is not always appropriate because the original images
are used. For example, if an accident detection system in a bathroom is consid-
ered, images in which user’s nudity appears must be used. Some people may suffer
the psychological pressure about using the original color images that everyone can
understand who is doing what. From this reason, detection and tracking methods
should be used on the privacy protected images.

In order to protect the privacy, blur and pixelation are often used in TV pro-
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grams, etc. These methods can protect the privacy by averaging pixel values. Al-
though they are simple and easy to use, the processed images are unuseful for object
detection and tracking since no important feature is left. Hence, a new method is
necessary. In our previous method [63], we proposed shuffle filter, which replaces a
centered pixel with a randomly selected neighborhood pixel. Because it just changes
the pixel locations, some local features, such as edge and corner are lost and recog-
nizing what or who is in the preprocessed images becomes difficult. On the other
hand, the color information can be preserved. Therefore, the template matching
with color histogram was used in our previous work.

Here, the algorithm is briefly explained. The detailed algorithm is introduced
later. Before the tracking starts, a frontal face of a user is detected by a face detector
using an initial raw image. Then, color histograms are created as the template from
the detected region. This template creation step is performed only one time. After
that, the tracking starts. The shuffle filter is applied to generate the privacy protected
image when a new frame is input. Then, the region, whose histogram corresponds
to the template in the privacy protected image, is searched. When the subject is
searched, the sliding window is often used in many object detection methods. How-
ever, a search window must scan the whole image iteratively with a variety of sizes.
Also, if in-plane rotation of the tracking target is considered, some rotated target
images must be created and scanned again. This approach is inefficient. In order to
solve this problem, we applied a genetic algorithm (GA) [49] instead of the sliding
window. By optimizing affine transformation parameters and converging candidate
regions, which are generated by individuals, more efficient search was achieved.
From the experimental results, the previous method was superior to some related
works.

Nevertheless, the preprocessing time of the filter is long because enormous ran-
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dom numbers are generated in every input frame, and the tracking accuracy is still
low. In order to solve these problems, the preprocessing and the creation of the tem-
plate methods are improved in this research. In experiments, some related works,
which are our previous work [63], CAMSHIFT [64], Viola and Jones face detec-
tor [43], and online learning [65], are compared. From the results, the research

purpose is achieved.

4.2 Related woi‘ks

In order to protect privacy, some obscuration methods, such as blurring and
pixelating (mosaicing) [66, 67] have been used. These methods are easy to use,
and we sometimes watch them in news programs, etc. However, a relationship
between a loss of information and strength of the privacy protection is trade-off [67].
Therefore,‘ it is difficult to determine the strength level. From this reason, thesé
methods should not be used. In order to solve this problem, we have proposed
shuffle filter that a centered pixel is replaced with a randomly selected neighborhood
pixel [63]. Because this method only changes a location of the pixels, the pixel
values can be preserved. Hence, using template matching with color hist,ogram is
one of valid methods. Also, the privacy can be protected since some local features
such as corner and edge are lost when the size of the filter is large. Nevertheless,
randomly selecting the neighborhood to replace in every frame is time-consuming
since many random numbers must be generated. Therefore, we address this problem
in this research.

For the face detection and tracking, many methods have been proposed. Viola
and Jones face detector [43] is a famous and a practical method. Based on this
method, a multi-view face detection method [68] is also proposed. This approach

is applied to many applications since the performance is good. However, collecting
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many datasets and checking their quality for the learning are hard work. Also, there
is the privacy protection problem about collecting mahy face datasets. Moreover, it
requires many face detectors, which are for each face direction. From these reasons,
this method is hard to use.

CAMSHIFT [64] can track an object by manually selecting it before the track-
ing. The selected region is used to obtain the color histogram. After the tracking
starts, a back projected imagé is created based on the frequency when a new frame
is input. In the back projected image, high and low frequenéies are represented as
intensities from 255 to 0. Then, by searching the high probability region with the
mean shift algorithm [69], this method can keep tracking even if the appearance is
changed. Generally, if the color of the object drastically changes by occlusion and
gréat appearance change, the tracking is difficult. In‘ ofder to solve this problem,
some improved methods are proposed [70, 71]. However, these methods cannot 4
track a face if the background has the face color. Therefore, they fail to track in
such case.

Oikawa et al. [63] propose a template matching using color histograms. Before
the tracking starts, a frontal face in an initial raw image is automatically detected
using a face detector. Then, only the face region is extracted and converted to
YCrCb color space to obtain the histograms of Cr and Cb components. In addition,
the histograms of Cr and Cb components are acquired from a frontal region of a
head. The reason why four histograms are used is to improve the accuracy. After
the tracking starts, only the face region can be tracked by evaluating the template
with chi square distance. Although authors show results that the method is superior
to CAMSHIFT, the accuracy is low. For a practical use, it is necessary to improve.

Online learning method [65] is a useful method since it can track an object even

if the appearance changes and the occlusion occur. Because the method samples
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positive and negative data from a target image, they are robust to the appearance
changes. Nevertheless, it is necessary to investigate whether the method can keep
tracking on a preprocessed image for the privacy protection. Therefore, we exam-

ined this.

4.3 Proposed Method

4.3.1 Preprocessing by replacing pixels for privacy protection

As described in Section 4.1 and 4.2, blurring and pixelating with strong level
are good for privacy protection, however they cannot be used for any detection and
tracking methods since the method just averages the pixel values and no important
feature is left. Hence, a new method, which can protect the privacy and preserve the
feature, is necessary. Because losing some local features, such as edge and corner
is essential for obscuration, one of valid features is color. From this perspective,
Oikawa et al. [63] propose shuffle filter that a centered pixel is replaced with a ran-
domly selected neighborhood pixel. The pixel values can be preserved and the color
information can be used since this filter just changes the pixel locations. However,
this method always generates random numbers to determine the neighborhood pixel
to replace in every frame, and it takes a long time. For fast processing, a solution
1s necessary. One of easy appfdaches is creating a replacement pattern before the
tracking starts and using it when a new frame is input. This means the replacement
pattern of every frame is always the same. However, it can protect the privacy since
the local features are lost. The detailed algorithm is explained. Firstly, a map, whose
size is the same to a target image and it is used to record the replacement pattern,
is created. Secondly, n x n filter is set. Thirdly, a neighborhood pixel is randomly

selected. After that, the information, which represents the centered pixel and the se-
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Figure 4.1: Example of replaced pixels with different filter sizes: (a) 3 x 3; (b)
17 x 17; (c) 31 x 31.

lected neighborhood pixel are replaced, is recorded. Then, the filter moves to a next
pixel. By iterating these steps, the map can be created. This method can reduce the
preprocessing time since preparing this map is required before the tracking starts
and generating many random numbers is only one time. Fig. 4.1 shows an example

of preprocessed images with different filter sizes.

4.3.2 Acquisition of a color histogram template

Some real problems, such as illumination and appearance changes, must be con-
sidered because we consider a practical application. In order to address them, se-
lecting a robust color space for a template is important. In our previous study [63],
Cr and Cb components were used since they were the best compared with the others
in preliminary experiments. Because the YCrCb color space can extract intensity
(Y), this color space is robust to illumination change. Also, the color distributions
of the Cr and Cb do not drastically change even if the face appearance is changed.
Fig. 4.2 shows the result of bhattacharya distances Between the color histograms
of a frontal face and the other face directions. The result of the distances is repre-
sented at the top left in each image. Except for the downward face, the distances are
small. This result means that a multi-view face can be tracked with only one color

histogram template, which is created from the frontal face. From this reason, these
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Figure 4.2: Bhattacharya distances between a frontal face and the other face direc-
tions.

color components are used in our previous research and this research.

Next, we explain how to acquire the color histograms for the template. In our
previous study, they were obtained from the frontal face and the forehead using an
initial raw frame before the tracking starts. However, these regions are not good
for the robustness. The reason is that when the face pitches, the appearance of
the forehead changes and the histogram distances become large. This causes low
accuracy. Hence, a new region, which does not drastically change even if the face
direction changes, must be used. Therefore, the new acquisition method is proposed
in this study. Firstly, a frontal face is detected by [43] (Fig. 4.3(a)), and the detected
region is extracted and resized to 1/9 (Fig. 4.3(b)). The reason why the region is
resized is to decrease the calculation cost when the face in a target image is searched.
The detail is explained in Section 4.3.3. Based on the resized size, a model is
created (Fig. 4.3(c)). Each color region in the model represents the locations that
the color histograms are obtained. The white color region represents a forehead
and sideburns. The centered gray region indicates a frontal face. The bottom light
gray region represents a chin. The black region is not used since it is background.

Note that the model, which is created for another person, is not exactly the same
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Figure 4.3: Acquisition of a color histogram template based on a model: (a) frontal
face detection by [43]; (b) extraction of the detected region and resized result; (c)
the model to create the template.

because it is created based on the size of the face detection result. Since Cr and
Cb components are used, six histograms are acquired. They are registered as the

template after they are normalized.

4.3.3 Template matching with GA

Sliding window is used in most object detection methods when an object in a
target image is searched. Here, the procedure of the sliding window is explained.
‘Firstly, a search window, which is an upright rectangle, is set on a target image. The
window size is usually determined by a user. If a small object is a detection object,
the small size such as 20 x 20 pixels is set. The initial position is top left of the target
image. Secondly, a region in the window is input to a detector and evaluated. The
region is displayed as a detection result if the detector outputs the high evaluation
value because it means that the region includes the object. Thirdly, the search win-
dow moves to right and evaluate the region again. The amount of movement can be
determined by the user. The window scans again from left to right when it reaches
the right side of the target image. The search starts after the window is set at next
row. The number of rows can be also determined by the user. The scan stops when
the window reaches at bottom right of the target image. Although this approach is

often used, the efficiency of the search is not good. This is because that the window
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Figure 4.4: Template matching with a GA.

must scan the whole target image and the number of checks of the candidate regions |
is enormous. The number of checks increases if scaling and in-plane rotation of the
object are considered. The reason is that the window with a variety of sizes must
scan again on the many rotated target images. Consequently, it takes a long time to
process one image. If the search window is flexible about the affine transformation,
such as parallel translation, scale factor, and in-plane rotation, the search time can
be reduced. In order to achieve this, each parameter must be optimized efficiently.
Optimizing them is a combinatorial optimization problem. Hence, a GA is applied
in our previous work and in this research. By optimizing the parameters, the ob-
ject can be searched more efficiently. This is the template matching with the GA.
Fig. 4.4 shows the outline of the template matching with the GA. First of all, each
individual has the five affine transformation parameters, which are parallel trans-
lation of x and y axes, scale factor of x and y axes, and angle of rotation 6. They
consist of eight bits. After they are decoded to real numbers, a rectangle, whose size

is the same to the model and this is explained in previous section, is transformed and
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located in the target image. The located regions are called candidate regions. Af-
ter that, color histograms are obtained from each candidate region using the model.
Note that the number of sampling points is constant even if the candidate region is
scaled up and down. It means that no interpolation is used. This is because the inter-
polation takes a long time. Of course, if the size of the model is large, the sampling
time becomes long even if the interpolation is not used because the sampling points
increase. In order to avoid this, the detected and extracted face region is resized to
1/9 (Fig. 4.3(b)). This is the main reéson the face region is scaled down. After the
obtained histograms are normalized, an objective value is caléulated by an objective
function. It is explained in Section 4.3.4. Next, after a fitness value is calculated,
genetic (;perations, such as selection, crossover, and mutation are performed. An
elite individual can be obtained as a detection result by iterating these procedures.
The application of GA to template matching has another advantage. By inheriting
the population in the final generation to initial generation in the next frame, the

initialization is not necessary. Therefore, the processing time can be reduced.

4.3.4 Objective function

The objective function is shown in equation (4.1).

O = wl(DHcr + Dch) + (DFcr + DFcb) +

'U)Q(DCCT -+ Dch>7 (41)
255

D = Z{p(z’) — q(i)}%. 4.2)

Let O be an objective value. w is a weight, and D is a histogram distance between
the template and an individual. H, F' and C are the histograms, which are created

from the forehead, face and chin regions (Fig. 4.3(c)). Equation (4.2) represents
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chi square distance. The reason why this measurement is used is the performance
is better than the other histogram measurements such as bhattachafya distance in
preliminary experiments. p and ¢ are the histograms of the template and a candidate
region. ¢ is a pixel value. In equation (4.1), the weights are multiplied to the his-
togram distances of the forehead and chin regions. This is because that these regions
include some noise (background) when a facial appearance changes. For instance,
when the face direction is upward, the forehead appearance changes, however the
chin appearance does not drastically change. When the face direction is downward, ‘
this relationship is reversed. Therefore, the histogram distances should be adap-
tively weighted. Fortunately, since GA can adequately optimize the weights, w;
and ws, are optimized in addition to the affine transformation parameters. This idea
is only proposed in this research. Each search range is determined empirically and
they are [0.5,1.0] and [0.0,0.5]. A fitness value is calculated by a fitness function,

which normalizes the objective value to [0.0,1.0].

4.4 Experiment

In order to investigate the effectiveness of the proposed method, we experi-
mented. The test set consists of 15 videos and they were recorded by a web camera
and used in our previous work [63]. The image size was 320 x 240 pixels. The
number of appeared p’ersons was five and backgrounds were three. Fig. 4.5 shows
the three different backgrounds. Each background type was complex, a little com-
plex and not corhplex. In the not complex background videos, cardboards appear
since their color is similar to human skin. The reason why this condition is set is
to investigate whether the used color spaces for the template are appropriate or not.
The color spaces are judged as inappropriate if the detection fails on the cardboards.

Only the person is in each video and his face drastically changes. Fig. 4.6 shows
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(b)

Figure 4.5: Example of test sets: (a) complex background; (b) a little complex; (c)
not complex but similar to skin color.

(b)

Figure 4.6: Target images in the test set of Fig. 4.5(b): (a) 54th frame; (b) 87th
frame; (c) 140th frame. '

the target images in the test set of Fig. 4.5(b). In order to create the template before
the tracking starts, the face in all the initial frames are frontal. The number of filter
sizes for shuffle was 15 (3 x 3 to 31 x 31). The number of individuals and generation
iterations was 30 and 100. The probabilities of crossover and mutation were 0.95
and 0.05. Because GA depends on a random seed, we used 10 random seeds and all
the results were averaged for evaluation. The coding method of a chromosome was
binary, and eight bits were used for each parameter. Hence, the chromosome con-
sists of 56 bits since five parameters for affine transformation and two weights for
the objective function are optimized. The search ranges of parallel transformation
of z and y axes are [0,320] and [0,240], scale factor of = and y axes are [1.5,3.0],
angle of rotation 6 is [-15.0,15.0], and weights for histogram distances of a forehead
w, and a chinwsy are [0.0,0.5] and [0.5,1.0].

In order to compare with the related works, four methods were selected. They
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Figure 4.7: Example of detection results for some face directions. Orange is the
proposed method, blue is Oikawa et al., green is CAMSHIFT, purple is CRT, and
red is Viola and Jones detector, however it cannot detect.

were our previous method, which is color histogram template matching using the
color histograms of a frontal face and a forehead [63], Viola and Jones face de-
tector [43], CAMSHIFT [64], and online learning method (CRT) [65]. The proper
parameters for each method were set for fair comparison by author. An initial rect-
angle for the CRT was 70% of the frontal face detection result by [43] since the
result includes the background and it causes low accuracy.

The ground truth for the test set was created by hand. It is a rectangle, which
has in-plane rotation. The upper side is a top of the eyebrow, the bottom side is
the bottom of a jaw, and the right and left side are near a sideburn. The output
results were evaluated by bounding box evaluation [72]. In this evaluation, when an
overlap ratio exceeds 0.5, the detection result is success. However, this threshold is
tight for the experiménts since the proposed method does not use the local features.
This means that stabilizing the tracking results is difficult and it causes the low
accuracy. Therefore, the two thresholds, 40% and 30%, were used. The computer,

whose CPU was Intel Core 17-3770S (3.1 GHz) and RAM was 16 GB, was used.
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4.5 Results and consideration

Fig. 4.7 shows an example of the detection results by the proposed method and
comparative methods in one test set. The face directions in each image are different.
The size of the shuffle filter is 31 x 31 pixels and the background type is complex.
The orange rectangle indicates the detection result by the proposed method. The
blue, green, purple, and red rectangles represent the results by the Oikawa et al,,
CAMSHIFT, CRT, and Viola aﬁd Jone$s face detector. There is no detection result
by the Viola and Jones face detector since it can detect nothing. The proposed
method and CAMSHIFT can track the face. This is because that they use thé color
information as a feature to track. Therefore, they can track the face even if the large
filter size is used. The middle and right images in the second row show the tracking
failure of the CRT. The reason why the tracking fails is that the errors by the filter
accumulate. This method uses a local feature to learn in every frame. However, the
feature cannot be obtained since the shuffle filter loses it. This causes the tracking
failure.

Fig. 4.8 shows the detection accuracy by each method. In all results, the detec-
tion accuracy of the proposed method is the highest. It indicates that the proposed
method improves our previous method by using a model to create the color his-
tograms and adaptive weights for the histogram distances. The accuracy of our
previous research, which obtains the color histograms from a frontal face and a
forehead region, is the second. The reason why this previous method is inferior to
the proposed method is that additional information of the color histograms is insuf-
ficient. In the both of the previous and proposed methods, the histograms of the
frontal face and the forehead region are used. However, the previous method does
not use the histograms from the chin region. This causes a tracking failure when the

face direction is upward. Also, the two weights for the histograms from the fore-
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Figure 4.8: Detection result: (a) PASCAL=0.3; (b)PASCAL=0.4.

head and the chin regions are one of the causes. In the proposed method, they are
optimized by the GA. Hence, it can tune them when the face direction changes. This
improves the accuracy. There is one case that the proposed method fails to track. It
is the downward face. This case is difficult because the facial parts are occluded and
the illumination on the face becomes dark as shown in Fig. 4.2. Hence, this prob-
lem must be solved in the future. The detection accuracy of the online learning is
low. The reason is that local features are lost by the filter for the protection privacy.
Another reason is the parameter setting for decision trees. Generally, the deep and
many trees increase the detection accuracy. However, the calculation cost becomes
high. Because this is trade-off, setting the parameter is difficult. In this experi-
ment, the parameters were set based on they can process in 100 ms per one frame.
Hence, the accuracy is low. Viola and Jones face detector can detect nothing. The

reason is that the local feature is lost by the filter. From this result, it indicates that
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(b)

Figure 4.9: Tracking results by CAMSHIFT: (a) detection results; (b) probability
distribution image.

the shuffle filter can protect the privacy aéainst the face detector, which is created
with many clear images. Nevertheless, additional investigation is necessary since
there is a possibility that the detector, which is created from the privacy protected
images, can detect the face on the preprocessed images. CAMSHIFT can track the
_face accurately with high speed. However, the detection accuracy is low. Fig. 4.9
shows an example of the failure when the face direction is upward. Fig. 4.9(a) is
the detection result and (b) is the probability distribution image. Because the face
and neck regions have much skin color, the detection rectangle is too large. This
method cannot track only the face when the background is similar to the skin color.
Therefore, this method has the limitation.

In order to reduce the preprocessing time of the shuffle filter, a new method is
proposed in this research. In the experiments, the time was measured and compared.
When the filter size was 3 x 3 and 31 x 31, the proposed method takes 1.2 and
1.0 ms and the previous method takes 4.0 and 90.6 ms. Obviously, the proposed
method improves the preprocessing time. From the whole experimental results, the

proposed method achieves the purposes in this research.
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4.6 Summary

In this chapter, we propose an improvement method of our previous study, which
can protect the privacy of images with fast speed and track a multi-view face on the
preprocessed images. Because some local features, such as edge and comner are
lost by the obscuration filter, the color feature is focused on. When a template is
created, Cr and Cb color histograms from a frontal face, forehead, and chin regions
are acquired by using a model. By using GA instead of sliding window when a
face in the image is searched, the face can be detected more efficiently. Moreover,
introducing the two weights for objective function and optimizing them, the track-
ing performance of the proposed method is improved. From the experiments, the
improvemeﬁ“c of the preprocessing time and the detection accuracy are confirmed.

Next task is increasing the test sets and improving the accuracy. Specifically,
the tracking failure of a downward face must be solved. Also, proposing a new
template creation method is necessary since the template is created from an initial

raw image and the privacy is not protected in this step.
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Chapter 5

Conclusion

In this thesis, I describe photographic environment independent multiview face
detection and tracking using template generation by genetic algorithm. The photo-
graphic environment means‘ an illumination condition, background, appearance of
an object, and image quality in this thesis. In order to detect and track a multiview
face in such photographic environments, two research tasks are mainly addressed.

In the first task, template matching with GA is focused and improved to develop
a basic technique for the multiview face detection and tracking. By introducing a
concept of automatic template generation to the basic technique, effective and fast
template generation is achieved. Also, by optimizing geometric transformation pa-
rameters using GA for the effective target object search in a target image, high-speed
multiview face detection and tracking are achieved. For experiments, a challenging
video dataset was created, and recent machine learning-based method and tracking
method are compared to the proposed method. As a result, the effectiveness of the
proposed method is confirmed.

Next, multiview face tracking on privacy protected videos are addressed as an
application research. In order to generate privacy protected images, a new method,

which is different from conventional privacy protection filters, is proposed. This
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method generates the privacy protected images by randomly replacing pixels in the
filter. Since only the pixel positions are changed, original pixel values are preserved.
In other word, color information can be used as a feature to track. Therefore, color
histograms are used as templates. The templates are acquired from a frontal target
face, énd multiview face tracking is achieved by optimizing geometric transfor-
mation parameters. In experiments, a video dataset was created and the proposed
method is compared to related works. The results show the effectiveness of the
proposed method.

As describe, by applying a GA-based technique, photographic environment in-
dependent multiview face detection and tracking is achieved in this research. The
developed algorithms can contribute to a variety of systems using face detection and
tracking. In the future, the developed methods will be extended to detect multiple

objects for practical use.
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