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A Study of Effective Framework Combining Sparse
Autoencoder Based Feature Transfer Learning an
d Long Short-Term Memory for Network Intrusion
Detection System
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The rapid growth of technology uses all over the world, our daily lives and
activities for the better in many ways. However, this exponential growth of
interconnections has led to also concern network security issues. A
vulnerability and potential malicious threat might be due to a bug in
applications and ill-managed networks. Therefore, we must address these
critical issues of network security such as detect suspicious activities,
a countermeasure against intruders and unauthorized access to the existing
data. In the last decades, the Intrusion Detection System (IDS) plays a vital
role in detecting network attacks. The IDS is a process of monitoring and
analyzing the events occurring in a computer system and network to detect
signs of security problems.

In general, IDS categorized into misuse—based detection and anomaly—based
detection. A misuse—based IDS also known as a signature—based IDS that
measures 1its similarity between input and signatures of known attacks.
Therefore, the known attacks can be detected immediately and reliably with
a lower false—positive rate. While the misuse-based detection method has

disadvantages that it cannot detect unknown attacks and novel attacks. The



anomaly—based detection technique is the process of comparing activity the
enterprise considers normal against observed activity to identify
significant deviations. The advantage of anomaly—based detection techniques
is suitable to predict and adapt to unknown attacks. This kind of detection
method uses a machine learning approach to create a predictive model by
simulating regular activity and known activity, then compare new behaviors
with the existing model. However, an anomaly—-based IDS usually produces a
high percentage of false alarms rate and a low rate of detection rate, it
might be effect the efficiency of real-world applications. In an
anomaly—based IDS, there are different levels at which an IDS can monitor
activities in a network. It faces a large number of features representation
of monitored network traffic. The high dimensionalities of the network
traffic give to raise the hypothesis search space and also lead to large
classification errors. Therefore, to address those problems, this study
focused to improve the accuracy of detecting unknown attacks through the
developing an effective framework.

In this study, we propose a network IDS framework for intrusion detection.
The proposed framework consists of two stages. The first stage is a feature
extraction stage which has two steps: unsupervised pre—training and
supervised fine—tuning. The first step is an unsupervised pre—training step
that learns the typical patterns of the network traffic using a single—layer
Sparse Autoencoder (SAE) which is an effective learning algorithm for
reconstructing a new feature presentation of the data through the nonlinear
mapping. Consequently, the second step is a supervised fine—tuning step that
can extracts the primary features of the network traffic using the preceding
optimal parameters in supervised manner while gradually reduce the data
dimension. The SAE model determines an approximation to the identity
function, so as to output data that is similar to their input data. In other
words, the function involves finding the optimal network parameters weight,
biases by minimizing the discrepancy between input and its reconstruction
data. However, the degree of input features increases the model becomes more
complex and has to fit all data. Therefore, to prevent the problem of
overfitting, we use the L2 regularization method by augmenting the cost
function with the sum of the squared magnitude of all weights in the network.
As well as, we regularize the feature extractor model by using a
Kullback-Leibler (KL) divergence as a sparsity penalty term which constrains
the neurons to be inactive most of the time.

Accordingly, we train a single—layer feature learning SAE model on training



set only in unsupervised manner using 5-fold cross—validation, while optimize
hyperparameter values of the network. It involves finding the optimal network
parameters weight, biases and hyperparameters of cost function. After the
network learned optimal values for weights and biases, save the network
parameters. Once selecting proper hyperparameter, re—train the feature
extractor SAE model using these optimal hyperparameter on the training set
with a label. Finally, the feature extractor SAE model can extract the new
feature representations which represent the source data. In the next stage,
train a Long Short—-Term Memory model to identify the network traffic as being
either normal or attack using the extracted new feature representations
dataset. We apply the 10-fold cross—validation method to validate the results
on the LSTM model to prevent overfitting issue. In final, we evaluate the
effectiveness of the proposed IDS framework on the public NSL-KDD benchmark
dataset. The experimental result shows that the proposed framework performs
better than previous studies which proves the effectiveness of our framework.
Furthermore, the result confirmed that our feature extractor SAE model
significantly effected to improve the performance of this work.

This dissertation was aimed to develop an effective framework combining
a single—layer Sparse Autoencoder (SAE) based feature transfer learning and
Long Short-Term Memory (LSTM). Initially, the feature extractor SAE model
which proposed to extract the most relevant features for use in representing
the data. In the following, the LSTM method proposed for classifying network
traffic either a normal or an attack. The result of the proposed framework
detected network attack with high accuracy and it outperformed other similar

studies.
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