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Augmented Reality (AR) generates a direct or indirect view of a real-world
environment whose elements are augmented by computer—generated inputs. The
inputs could differ from audio to visual. There is a fascination with AR
because the AR technology records the real world and virtual world together,
and they run jointly in real time in three dimensions. A viewer feels as
if a computer—generated virtual object existed in the real world if the
viewer correctly observes its geometrical appearance from an arbitrary
position. The display of an image of a virtual object with its correct
appearance according to the viewer’ s position is called “view—dependent”
display. In AR, a viewer usually uses his/her display device, such as a
tablet, a smartphone, or special glasses, to display a view—dependent image
for his/her arbitrary position. In contrast, in “spatial augmented reality
(SAR)” including projection mapping, multiple viewers at different
positions see a common image of a virtual object projected on the surface
of a real object, such as a wall, a building, and even a human, by the naked
eyes without their own display devices. In SAR, if the shape of the virtual
object is different from that of the real object, a viewer at an arbitrary

position sees a “geometrically incorrect appearance” of the virtual object.



In addition, the real object has some areas onto which nothing is projected
on its surface. Such “empty areas” make the viewer perceive the presence
of the real object which should not be perceived. While other researchers
have proposed lots of methods to solve the “geometrically incorrect
appearance” problem, as far as we know, there is no existing method to treat
the “empty area” problem. In this study, we propose a view—dependent
projection mapping method to solve the “empty area” problem. Our method
eliminates undesired empty areas by projecting the real background behind
the virtual object in a view—dependent way. In our method, to treat a far
background in a large space, even outdoors, the real background is captured
by an RGB camera, not an RGB-D camera with a depth range limit. The captured
real background image is converted to an appropriate image seen from a
viewer s position by homography using a background plane to approximate the
background shape. The converted real background image is combined with a
virtual object image rendered from the viewer s position. Then, the combined
image containing the virtual object and the real background is converted
into a projection image to project by a projector; this is done by the
well-known two pass algorithm. Finally, the projection image is projected
on the surface of the real object in the real world. The projected image
shows the perspectively—correct appearances of the virtual object and the
real background to the viewer s position. The homography is obtained from
the intrinsic and extrinsic parameters of the projector and the camera, the
viewer s position, and the geometry of the background plane. The background
plane is determined by practical background parameters. The background
parameters for the viewer’ s position are determined by the 3D grid-based
interpolation, which uses global parameters given to a whole grid space and
local parameters given to grid points respectively. We did some experiments
in a virtual environment and a real environment. In order to make a viewer
not perceive the presence of a real object, a projected background on the
surface of the real object should be matched with a directly—observed
background as appropriately as possible along the boundary of the contour
of the real object. In the experiments, we found that such a “boundary match”
could be achieved by the interpolation using appropriate background
parameters. Besides, we also found that our method could achieve an
appropriate view—dependent display to show a virtual object and the

background behind it with their perspectively—correct appearances.
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