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A Deep Learning Method to Impute Missing Values

and Compress Genome-wide Polymorphisms for
Predicting Phenotype of Rice
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Genomic selection (GS) is expected to accelerate plant and animal
breeding, but during the last decade, genome-wide polymorphism data have
increased enormously, which has raised concerns about storage cost and
computational time. This necessitates the development of innovative
platforms that can considerably reduce the resources required for storage
and processing. Several individual studies, such as imputing missing genome
data, compressing genome data, and predicting phenotypes, have attempted
to solve those concerns. However, there still have remained some issues:
imputation models are developed only for imputing missing genotypes,
compression models lack adequate quality of data after compression, and
prediction models are time—consuming. Therefore, this thesis proposes a
novel combined deep learning model that could resolve these limitations and
outperform the other state—of-the—art methods. The proposed model 1is
roughly composed of three parts: (i) AGI (autoencoder genome imputation)
for imputing missing genome-wide polymorphisms, (ii) AGC (autoencoder
genome compression) for compressing genome-wide polymorphism data by

generating different level of compression according to storage



requirements, and (iii) DeepCGP (deep learning compression—based genomic
prediction) for predicting phenotypes from compressed information using
random forests, genomic best linear unbiased prediction, and Bayesian
variable selection.

The organization of this thesis is as follows.

Chapter 1 introduces the background of the research, declares the
research motivation and objectives, reviews related works and the structure
of the dissertation. In particular, it is stated that there have been no
prediction methods that can predict the phenotypes of a target trait based
on compressed genome—wide polymorphism data in animal and plant breeding.

Chapter 2 discusses imputing missing genome—wide polymorphism data.
Missing data consists in the lack of information in a dataset that directly
influences data analysis performance. Hence in this thesis a deep learning
model, AGI has been proposed which can impute missing genome—-wide
polymorphism data using deep autoencoder. By applying pre-processing
technique to the original data, the dataset is split into several parts and
trained the separated autoencoder network to reduce the computational time.
The AGI model is evaluated by comparing other existing imputation methods
such as Simple Imputer and BEAGLE, and the result shows AGI model can achieve
up to 96% accuracy to impute missing genome-wide polymorphisms from a
multiparent advanced generation intercross (MAGIC) population dataset.

Chapter 3 considers genome—-wide DNA polymorphism data compression.
In particular, AGC, a deep learning model, has been proposed to compress
genome—wide polymorphism data using a separated deep autoencoder. The aim
is to compress high—-dimensional data and retain high quality information
from the compressed data that can be used for any kind of data analysis
instead of original data. The compression levels of AGC can be adjusted
depending on the storage requirements, which is substantial for resources
and computational time. The experiment shows AGC model can compress
Cornell-IR LD rice array data (C7AIR), a one of famous dataset for rice
breeding and genetics studies, up to 94. 01% and another famous high—density
rice array dataset (HDRA) up to 98.57%.

Chapter 4 proposes the DeepCGP to predict the phenotype of rice. The
DeepCGP consists of two models: the first one is an autoencoder model for
compressing genome—-wide polymorphism data, and the second one is a
regression model that takes the compressed information generated by the
autoencoder as input and attempts to predict the genotypic values of a target

trait. Existing regression models such as random forests (RF), genomic best



linear unbiased prediction (GBLUP), and Bayesian variable selection
(BayesB) can also be used for prediction. Experiments present DeepCGP can
obtain up to 96% prediction accuracy after 94.01% compression for C7AIR and
99% prediction accuracy after 98.57% compression even for high—density
HDRA, which demonstrates the high quantitative quality of the AGC
compression method, too. Among three regression models BayesB shows the
highest accuracy; however, it requires extensive computational time for
high—-dimensional original uncompressed data such as HDRA and could only be
used with compressed data.

In Chapter 5, the performance applying convolutional neural network
(CNN) with DeepCGP for predicting phenotypes is discussed. From evaluations
after carefully selecting the network parameters to minimize the effect of
overfitting, it is demonstrated that CNN-based learning can potentially
improve the accuracy over traditional prediction methods and can assist in
predicting phenotypes.

Chapter 6 presents the comparative analysis of predictive performance
of RF, BayesB, GBLUP and CNN. By comparing the predictive performance for
the original uncompressed data and different levels of compressed data for
two datasets C7TAIR and HDRA, and overall, CNN shows better performance both
in compressed data and original uncompressed data among the four models for
genomic prediction.

Chapter 7 concludes the thesis and presents recommendations for future

research.
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