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Abstract

Pareidolia is one of the psychological tendencies that we might experience in our
daily lives. Pareidolia is the perception of a specific object from other objects or pat-
terns. This tendency is useful for diagnosis of the patients suffering from Lewy body
dementia. This diagnosis method is referred to as the “ Pareidolia test” . However,
the visual stimuli cannot be distributed because of their copyright. Because col-
lecting the pareidolia stimuli is only from the Internet or generation artificially, The
pareidolia stimuli generation method is required. Also, these pareidolia stimuli are
difficult to measure the pareidolia-inducing power. This is because the pareidolia
stimuli are difficult to compare to the other stimuli.

I aim to generate from the real face structure and natural scene images. Face
pareidolia is induced by face elements such as eyes and mouth. Therefore, I use
such features using preprocessing, and the features are extracted.

The face data set extracted the pareidolia elements and natural scene image are
used for training of cycle-consistent adversarial networks (CycleGAN). CycleGAN
can translate the image styles between two data sets bidirectionally. Face pareidolia

can be considered that consist of face pareidolia elements. In this thesis, I aim to
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generate pareidolia stimuli face structure and natural scene style.

In addition, one of the CycleGAN characteristics is the cycle-consistency loss.

The cycle-consistency loss learns the generators of CycleGAN to be consistent with

both translations. The loss function can manipulate the effects of the generation re-

sults. In this thesis, the hypothesis is that the cycle-consistency loss can manipulate

the pareidolia-inducing power. Also, the cycle-consistency loss in the objective

function is added to its weighted loss value. Therefore, this thesis manipulates the

weight value and aims to generate the pareidolia stimuli.

This thesis consists of two-phase experiments. The first one is the face pareidolia

stimuli generation experiment. In this thesis, the weight value is set to 2, 10, and

20. As aresult, I confirmed the pareidolia elements are retained. The second one is

the psychological experiment. This thesis enrolled some participants. The enrolled

participants evaluate the generated stimuli. First, this thesis investigates whether

the generated stimuli can induce pareidolia. Second, this thesis investigates the

pareidolia-inducing power of the generated stimuli. The results of the evaluation

experiment revealed a correlation between cycle-consistency loss and pareidolia-

inducing power when the blurring process was applied excluding the pareidolia

elements (the eyes and mouth) as preprocessing. In addition, this thesis confirmed

that there is a significant difference (significant standard = 10%) between the weight

value is set to 10 and 20 when the blurring process was applied. On the other



hand, there is no correlation between cycle-consistency loss and pareidolia-inducing

power when the blurring process was applied excluding the pareidolia elements (the

eyes and mouth) as preprocessing.

Also, this thesis investigates what is the cause of the pareidolia in the experiment.

The detected pareidolia in the experiment can be considered for two reasons. The

first one is a cause of abnormal internal criteria. The second one is this task of

the experiment is too difficult to discriminate the pareidolia stimuli and others. To

reveal the cause, the result data is analyzed using signal detection theory (SDT). As

a result of SDT analysis, the cause of face pareidolia might be abnormal internal

criteria.

The experiments suggest the face attributes which relate to face pareidolia can

induce the face pareidolia although the eyes and mouth are only extracted using pre-

processing. The cycle-consistency loss of CycleGAN can manipulate the pareidolia-

inducing power when the blurring preprocessing is applied.

As the future work, there are many tasks to tackle. First, whether the tendency of

the generated stimuli in this thesis is different from the other face pareidolia type.

Most of the pareidolia stimuli are natural scene objects. In this thesis, the generated

stimuli are artificial. Therefore, I need to investigate the tendencies such as percep-

tion, pareidolia-inducing power, and so on. In addition, Regarding the statistical

significance test, the significant standard is set to 10%. In general, the significant
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standard of statistical significance test is set to 5%. Therefore, I aim to satisfy the

standard from two approaches. The first one is the increase in the number of par-

ticipants. One of the participants might affect the statistical testing because of few

participants. In association with the previous sentence, the second one is the inves-

tigation of the pareidolia factor. The frequency of face pareidolia varies in some

factors such as specific illness, gender, and so on. In this experiment, I did not

investigate whether the participants have the factors related to the face pareidolia

frequency, therefore, the experiment result might be affected. In the future, this ex-

periment is required to investigate more factors of face pareidolia frequency Finally,

I will tackle manipulating pareidolia-inducing power for already existing stimuli. If

the already existing stimuli can be manipulated by its pareidolia-inducing power,

the research range will widen the recognition for the person, training for the artifi-

cial intelligence.
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Chapterl Introduction

Pareidolia, one of the psychological tendencies of human perception, is an essen-
tial mechanism for living. Pareidolia is the psychological tendency which perceive
a meaningful pattern from an irregular pattern. Especially, some research papers
report that the face category of pareidolia is higher frequency than the other some
categories. As one of the typical examples of a pareidolia application, there is a pro-
gram software, referred to as “DeepDream” [7]. The DeepDream was developed by
Alexander Mordvintsev, an engineer at Google, and can create psychedelic images
as shown in Fig. 1.1. The DeepDream aims to find the trained pattern from the
input image and enhance the pattern of an input image.

One of the studies using the DeepDream reveals that a virtual reality video gener-
ated on DeepDream can induce a subjective experience similar to that of a realistic
psychedelic [8].

The face case of pareidolia is one of the trends on the Internet (Faces In Places,
FIP) [9]. The FIP images were uploaded on its blog [10]. FIP is one of the groups in
which we can upload images so we can perceive face-like objects. There are about

over 27000 images uploaded images on Flickr [11]. In addition, these images are



(a) Input image. (b) Generation result by DeepDream.

Figure 1.1: Generation result by DeepDream.
published in a book, called “Faces in Places: A Photographic Collection of Faces
found in Everyday Places: Photos of Faces in Everyday Places” [12].

This mechanism makes us notice rapidly the face and potential facial pattern [13].
As the typical potential facial patterns, as shown in Fig.1.2, there is the front of the
cars, grounded outlets, and so on.

Pareidolia is considered that there is a correlation between some specific illnesses
and it, and investigated in some groups. As a typical illness example of higher parei-
dolia frequency, the patient suffering from Lewy body dementia tends to experience
pareidolia more frequently. This is because visual-hallucination, one of the symp-

toms of Lewy body dementia [14], can be induced artificially by pareidolia stimuli.



Face!

Figure 1.2: Face pareidolia example. We can perceive the grounded outlets as
the face.

Based on this fact, pareidolia test [15], one of the diagnosis methods that can deter-
mine whether the patient is suffering from Lewy body dementia, has been invented.
On the pareidolia test, the face pareidolia type (people and animals) is found on
the presented stimuli for the patients Lewy body dementia and Alzheimer’s disease.
However, the stimuli used for the pareidolia test cannot be distributed because of
the image copyright [16]. Vice versa, some illnesses are known to have a lower
frequency of pareidolia. One of these is autism spectrum disorders [17].

In these papers, the visual face pareidolia stimuli are different from each other.
For example, Alcimboldo’s paintings [18], Mooney face test [19, 20] the stimuli are
generated artificially [3], generated based on the human faces [21], and the pictures
look like the faces [22, 23]. Comparing the results between the pareidolia papers

is difficult because of some kinds of face pareidolia. Also, there is no study on the



relationship between the pareidolia categories and pareidolia-inducing power.

In a decade, there are high-quality applications of deep learning. In particular,
the applications related to generation such as ChatGPT, and stable diffusion, were
famous in 2023, and the words “Seisei Al (Generative Al)” became the top ten
of Japan ’ s 2023 buzzword of the year. One of the famous applications of deep
learning is generative adversarial networks, referred to as GANs [24]. The GANs
learns the features of the images of the original existing data set and can generate
images similar to the original data set. There are many applications of the GANS,
and one of the typical applications is image-to-image style translation. The Cycle-
consistent adversarial networks [25] (CycleGAN) is one of the famous frameworks
of image-to-image style translation. The CycleGAN can translate images from one
of the data sets to images applied the another data set style by learning the features
of the data sets. The CycleGAN has the problem cannot learn the specific object;
therefore, translation focused on the specific object is difficult. From a different
perspective, the problem can be translated into the image style that can remain the
original image feature.

Therefore, this thesis aims to systematically generate the visual face pareidolia-
inducing stimuli using the CycleGAN. This paper focuses on the face pareidolia
stimuli generated from human faces. The important elements of face detection are

reported in the eyes and mouth. I consider that the face pareidolia stimuli is gener-



ated by the image style translation that remain these features.

Moreover, this thesis also focuses on pareidolia-inducing power. The pareidolia-

inducing power seems to be different depending on the color, texture, shape, and

edges. In this thesis, I aim to manipulate the pareidolia-inducing power by manip-

ulation of the parameter of cycle-consistency loss, one of the loss functions of the

CycleGAN.



Chapter2 Pareidolia

2.1 Abstract

Pareidolia is one of the psychological tendencies. Pareidolia is a perception of a
defined pattern from an irregular pattern. However, the feature of pareidolia is the
perception of not only the defined pattern but also an irregular pattern. As shown in
Fig. 2.1, we can find the face pareidolia in our daily lives such as in front of cars,
grounded outlets, in the cloud, and so on.

This tendency might be reflected in the social attention [26]. In the Pareidolia
test, the face is one of the categories answered by the participant. Also, Taubert et
al. revealed that rhesus monkeys react to the face pareidolia stimuli more than the
other stimuli [27].

One of the kinds of pareidolia, “Auditory pareidolia” is known [28, 29]. Regard-
ing auditory pareidolia, the words heard from special situations trigger perceptions

that seem to make sense to the person.



Figure 2.1: One of the pareidolia example. The above holes are perceived as

the eyes, and the following hole is perceived as the mouth.

2.2 Face pareidolia

Face is one of the socially important information such as personal identification,
communication, emotion, face expression, and so on. For example, according to
Mehrabian, the most prioritized information among language, auditory, and vision
information is vision information [30] (referred to as “Mehrabian’s Law”).

The cause of face pareidolia detection seems to miss the face-like information.

Because the face is socially important information, if we miss the real face, the loss



Pareidolia
elements

Pareidolia?

Figure 2.2: Relation between objects, face, and face pareidolia. we can expe-
rience face pareidolia not only with the inclusion of all face elements but also
face pareidolia elements.

will be bigger. Therefore, we can perceive the face-like information as the face.
We often experience face pareidolia because of face importance. Face pareidolia
is the stimuli that can induce face perception when the observer looks at the stimuli.
As shown in Fig 2.2, I believe face pareidolia includes both face and object aspects.
For example of Fig. 2.1, we can confirm the eyes-like and mouth-like features.
All face pareidolia stimuli do not include all elements of the actual face. However,
we can perceive these face pareidolia as face. Therefore, the number of minimum
elements for face perception can be less than the number of actual face elements.
Also, regarding the similar tendency of face pareidolia, we also experience sim-
ulacra, the forms of three points (like the form of *“.””) can be perceived as the face,

and may be considered one of the pareidolia. The three points of simulacra might



include the eyes-like and mouth-like features; therefore, these features can trigger

the face perception.

2.2.1 Stimuli type

There are many types of face pareidolia stimuli used for the psychological ex-
periment. One of the face pareidolia types is artificially generated. As an example,
based on Alcimboldo’s paintings are one of this type. As shown in Fig. 2.3, Al-
cimbold paintings have features that consist of multiple objects (vegetables, fruits,
plants).

Based on the Alcimboldo’s paintings, Pavlova et al. created “face-n-food task™ [2]
to investigate the gender differences of face perception. In [2], total of 10 image
stimuli are created and ranked according to face recognition difficulty of the pilot
group of participants. Fig. 2.4 shows the stimuli of “face-n-food task”.

Pavlova et al. also used the stimuli to investigate face tuning such as Down Syn-
drome [31], Autistic spectrum disorders [17], Williams Syndrome [32], cultural
difference [33]. In addition, the “face-n-food task™ was used to investigate the fac-
tor of face tuning of gender differences [34], face sensitivity of schizophrenia [35],
face sensitivity of born preterm [36]. The stimuli of the “face-n-food task™ are eval-
uated firstly the ease of recognizing the face. Also, the stimuli are generated by the

authors; therefore, the generation and evaluation of the stimuli need a lot of labor.



Figure 2.3: Spring, 1573. This figure is taken from [1].

Kato and Mugitani use the stimuli as shown in Fig. 2.5 to investigate face parei-

dolia perception of infants [3].

Liu et al. invented the stimuli embedded in the face and a letter in a noise image as

shown in Fig. 2.6 [4]. As to the pareidolia test, the stimuli of the noise pareidolia

test are also embedded in the face and object as shown in Fig. 2.7.  The last one

10



Figure 2.4: The stimuli used for the “face-n-food”. The left image looks the
worst like the face. Inversely, the right image looks the best like the face. This
figure is taken from [2].

Figure 2.5: The stimuli used in [3]. This figure is taken from [3].

is based on the facial elements. Mooney face test is one of the examples of this

type [19]. As shown in Fig. 2.8, the data set is a binary image with minimum face

recognition information. At present, because of few images of the data set, there is

11



D E F

Figure 2.6: The stimuli used in [4]. The A and B images are embedded in the

(1P 4]

face. The C and D images are embedded in a letter (in this example, “a” is em-
bedded). The E image is the pure noise image, and The F image is checkerboard
image. This figure is taken from [4].

research to generate the Mooney face style images [37, 38].
These stimuli are generated either by authors artificially or naturally, There is no

study to generate systematically in response to the pareidolia-inducing power.

2.2.2 Activation part of brain

The brain activation parts are measured by functional magnetic resonance imag-
ing [39, 40], electroencephalography [23], and event-related potentials [41] for face
pareidolia. Liu et al. reported that when the participants saw the faces, the right

fusiform face area response specifically [4]. When we see the front of cars, we acti-

12
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Figure 2.7: The stimuli used in [4]. The A and B images are embedded in the

face. In the C and D, a letter is embedded (in this example, “a” is embedded).
The E image is the pure noise image, and The F image is the checkerboard
image. This figure is taken from [4].

vate the fusiform face area, temporoparietal junction, and medial prefrontal cortex,
the activation part when we see the face [42]. When we see the face pareidolia, the

pareidolia can evoke N 170 component [43].

2.2.3 Relation to illnesses

Pareidolia is reported that the experiment frequency is different by specific ill-
nesses. Mainly, the patient with neurodevelopmental relates to the frequency of
pareidolia experience. As described in Chap. 1, the patients suffering from Lewy

body dementia experience more pareidolia than not only healthy control but also

13
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(a) Facing right women image. (b) Facing left men image.

Figure 2.8: Mooney face data set. This figure is taken from [5].

the patients suffering from Alzheimer’s disease. Regarding Lewy body dementia,

the pareidolia-inducing stimuli have the potential to evoke visual-hallucination, a

typical symptom of Lewy body dementia. Therefore, pareidolia-inducing stimuli

are used when the diagnosis of Lewy body dementia.

In addition, the patient suffering from Parkinson’s disease without dementia [44]

and Rapid eye movement sleep behavior disorder [45] are known for the high fre-

quency of pareidolia experience. Inversely, as the illnesses of the low frequency of

pareidolia, children with Autism spectrum disorder [46], William syndrome [32],

and Down syndrome [31] are known.

14



human video

pareidolia face +
drawn skeleton

(a) Examples of parediolia faces (b) Parediolia face reenactment

Figure 2.9: Manipulation of the existing stimuli to imitate the real face emotion.
This figure is taken from the project page? of [6].

2.2.4 Relation to other research fields

Pareidolia is widely investigated not only neuroscience field but also in other
research fields. In the computer vision field, there are some studies such as fa-
cial expressions of the pareidolia on house exterior design are analyzed using ex-
pression classifier [47], manipulation of the existing stimuli to imitate the real face
emotion [6] (Fig. 2.9), emotional analysis of existing pareidolia stimuli [48], and
analysis of products including face pareidolia [49].

In addition, convolutional neural network (VGG16 [50]) can recognize the face
pareidolia by training the human face [51]. If the mechanism of training of face
pareidolia for Al is revealed, it can contribute to the face pareidolia perception of
human beings.

Advertisements that include face or face pareidolia attract more than advertise-

Thttps://wywu.github.io/projects/ETT/ETT.html
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ments that exclude face information [52].

Studies regarding pareidolia are reported in not only the neuroscience field but

also the computer vision field, advertising field, and marketing. Face is important

information socially. The potential cause for the face perception of human beings

will be revealed by advancing the research regarding face pareidolia.
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Chapter3 Artificial intelligence

3.1 Abstract

Artificial intelligence (Al) is a new technique in a century, named by John Mc-
Carthy. In recently, the Al wins professionals such as Go [53]. There are many
applications of Al such as ChatGPT!, image generation [54], referred to as “Seisei
AI”. However, the information from ChatGPT is doubtful; therefore, we need to
investigate whether the information is true. Also, regarding image generation, be-
cause the Al learns the image drawn by the professionals, the problem is becoming

more obvious.

3.2 Perceptron

Perceptron is the algorithm invented by Rosenblatt [55]. Perceptron is the basic
model of a neural network. As the mathematical description, the input signals (x4,
T9) are inputted to the neuron firstly. The inputted signals are timed by weights (w;,

wy), respectively. As shown in Eq. 3.1, the perceptron outputs 1 when the timed

Thttps://chat.openai.com
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Figure 3.1: Perceptron model.

Table 3.1: OR truth table.

signals is above the threshold (f). Also, the perceptron outputs 0 when the timed
signals is less than the threshold.

(3.1)

)0 (wr X @+ wy X 3 < 0)
v= 1 (wlxx1+w2xx2>9)

This model is shown in Fig. 3.1.

However, Minsky pointed out that the perceptron cannot solve the non-linear
separation problem such as XOR [56]. The linear separate problem is that a simple
line can separate whether the output as shown in Table. 3.1 and Fig. 3.2.

As shown in Table. 3.2 and Fig. 3.3, a simple line cannot separate the outputs.
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Figure 3.2: OR output. A simple line can separate the output field.

Table 3.2: XOR truth table.
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Figure 3.3: XOR output. A simple line cannot separate the output field.
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Input layer Hidden layer Output layer

Figure 3.4: The basic model of neural network.

3.3 Neural network

Neural network is firstly invented by Romelhart et al [57]. The basic model of
the neural network is shown in Fig. 3.4.  The first layer of Fig. 3.4 is referred to
as “Input layer”, the second is referred to as “Hidden layer”, and the third layer is

referred to as “Output layer”, respectively.

3.4 Deep learning

Deep learning is first invented by Hinton et al. [58], one of the applications of

neural networks.

20



3.4.1 Convolutional neural network

The convolutional neural network (CNN) was first invented by LeCun et al (re-

ferred as to LeNet). [59]. LeNet was applied the backpropagation algorithm [57] to

solve the recognition problem of handwritten digit number. The first CNN shows

high performance on the handwritten zip code recognition. The CNN can increase

performance of object detection [60, 61, 62], image recognition [63, 64, 65, 66, 67],

In particular, there are many CNN applications of face detection [68, 69, 70], and

face recognition [71, 72]. The main features of CNN are the convolutional layer

and pooling layer. Each feature is described in the next sections.

Convolutional layer

A convolutional layer function captures the locally feature target objects. In the

example in Fig. 3.5, the 3 x 3 filter can capture the cross feature. The output in

Fig. 3.5, the larger the number, the more suitable for the feature. Also, the output is

referred to as a feature map and used for calculation on the pooling layer.

Pooling layer

A pooling layer function gets the maximum or average value on the feature map.

A pooling layer can extract the necessary information for training and improve the

training efficiency of deep learning. As shown in Fig. 3.6, the max pooling layer
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Figure 3.5: Convolutional layer process. The middle filter is applied to the left
4 x 4 image. Larger the value of the right 2 x 2 grid (referred to as “Feature
map”’), more like a filter feature.

can extract the maximum value of the feature map. The max pooling aims to extract
the local features such as edges. As shown in Fig. 3.7, the average pooling layer can
extract the average value of the feature map. The average pooling aims to extract
the features of a small region. The calculation range of Figs. 3.6 and 3.7 is 2 x 2

grid.

3.5 Generative adversarial networks

Generative adversarial networks (GANs) is a deep learning framework invented
by Ian et al [24]. The GANSs is first invented in 2014. The GANSs can generate the
The frameworks based on the GANS are used for various applications, such as image

generation [73, 74, 75], photo cartoonization [76], image super-resolution [77], and
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Figure 3.6: Max pooling layer process. The value of the right grid is the maxi-
mum value corresponding to the 2 x 2 grid of the left grid.
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Figure 3.7: Average pooling layer process. The value of the right grid is the
average value corresponding to the 2 x 2 grid of the left grid.

image-to-image style translation[25, 78, 79].
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Figure 3.8: GANs framework.

3.5.1 Architecture

This framework of the GANs is shown in Fig.3.8. This framework consists of two

types of networks, a generation network referred to as a “Generator” (G in Fig.3.8),

and a discrimination network referred to as a “Discriminator” (D in Fig.3.8).

Here, 2 of Fig. 3.8 is latent variable and can generate an image like the original

data set by input to the generator. The generator functions the image generation

and aims to generate images that cannot be distinguished from the real data set.

On the other hand, the discriminator functions the image discrimination and aims to

discriminate accurately whether the image is true (from a real data set) or fake (gen-

erated from the generator). The generator and the discriminator learn alternatively,
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Figure 3.9: The paired data sets examples. There is an image which is corre-
sponds to the translation from the original image. Image source from Pix2pix
project page?.

and the objective function is expressed like minimax game by Eq. 3.2:

minmax V' (G, D) = Bap w108 D ()] + Eany, ., log (1 = D (G (2)))].

(3.2)

3.5.2 Cycle-consistent adversarial networks

Regarding the image style translation, many approaches are proposed by re-
searcher.

As examples of the applications of image-to-image style translation, there are a
pix2pix and a cycle-consistent adversarial networks (CycleGAN). In the pix2pix
method case, the methodology can only translate between the two data sets corre-
sponding to the before-translation and after-one as shown in Fig. 3.9.

Ian et al. invented the CycleGAN to apply the translation between the two data

Zhttps://github.com/phillipi/pix2pix
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GA —B

GB —A

Figure 3.10: Framework of the CycleGAN. The A and B are images of the data
sets of each image style, respectively. The G 4,5 and Gp_, 4 are generators.
The function of the generator is the image-to-image style translator. Also, the
D4 and Dpg are discriminators. The function of the discriminator is discrimi-
nation of whether the input image is generated by the generator or a real data
set.
sets not corresponding to the before and after. This framework is shown in Fig.3.10.
The CycleGAN consists of two generators and two discriminators. The generator of
the CycleGAN is used as an image-style translation network and aims to translate
to another data set image style. As shown in Fig. 3.11, CycleGAN shows high

performance on various pairs of styles.

The loss function of the CycleGAN applies not only the original GANs’ loss

3https://junyanz.github.io/CycleGAN/
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Figure 3.11: The unpaired data sets examples. There is not the image translated
from the original image; however, CycleGAN can generate such images. Image
source from CycleGAN project page®.

function (like Eq.3.3 and Eq.3.4) but also cycle consistency loss.

Loan (Gasp, Dp, A, B) = Eyp,... 0108 Dp(b)]
3.3)

+ Eopuara(a) 108(1 — Dp(Ga-p(a))].

‘CGAN (GB—>A7 DA> B7 A) = Eadiata(a) [lOg DA (a’)]
(3.4)

+ Eppgara[108(1 — Da(Gp-a(D))].
Here, A and B is the each data set domain, and a and b is the images of each
domain (a € A, b € B) In the CycleGAN, the generators (G 4,5, Gp_. ) function
the image translation network to translate the image of a data set to the image of
another data set, and the discriminator (D 4, Dp) function the image discrimination

network to discriminate the input image is whether the original image of the data
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Figure 3.12: The PatchGAN process image. The discriminator does not dis-
criminate overall the input image. The input image is discriminated on each
small grid whether true or false.

set or generated from the generator. Equations 3.3 and 3.4 express the loss of data

set A and B.

The generator of CycleGAN is based on [80], one of the networks of image-style-

translation using deep learning. Also, the discriminator of the CycleGAN is based

on PatchGAN [81]. As shown in Fig. 3.12, the PatchGAN functions discriminate

the input image whether generated by the generator or from data set in NV x N patch

of an input image.

Herein, N is set to 70, described as a suitable value in [25, 78].

If the image is translated by one of the generator inputs to another generator,

the translated image by another generator is similar to the original image. The

difference between the two images is treated as the cycle consistency loss. The
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Figure 3.13: Schema of the cycle consistency loss. the A and A images are com-
pared, and the difference between A and A is treated as the cycle-consistency
loss. The difference between B and B images is treated in the same way.

cycle consistency loss is expressed as follows:

‘Ccyc (GAHBa GB%A) = ]Eadiam(a)[“GBHA(GAHB@Z)) - aHl]

(3.5)
+ Eopora 0 [[|Gas (G a(0) = bll1].
Figure 3.13 shows the cycle consistency loss expressed in the image.
Finally, the objective function of CycleGAN is expressed as follows:
L(Gasp,Gpsa,Da,Dp) = Laan (Gasp, Dp, A, B)
+ CGAN (GB—>Aa DA7 B7 A) (36)

+ )\'Ccyc (GA—>B7 GB—>A) .

Here, A is the weight of the cycle consistency loss and can manipulate the influence
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of each loss function. Additionally, the example of application identity mapping

loss in [25]. This identity mapping loss is defined as Eq. 3.7:

£7Ldentity (GA—>Ba GB—)A) = EGNPdata(G)[|| (GA%B(Q)) - a”l]
(3.7)

+ Eppiaa) [ (G a(0)) = b1

For example, translation between the painting domain and the real picture domain
needs to retain the image color information. The CycleGAN aims to learn to solve

the following objectives:

Gasp,Gpoa=arg  min - max L(Ga,p,Gpoa,Da,Dp). (3.8)

GaB,Gpsa Da,Dp
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Chapter4d Proposed Method

4.1 Main idea

As shown in Fig. 4.1, this thesis attempts to generate the pareidolia-inducing
stimuli based on the idea. The face pareidolia-inducing stimuli consist of not only
without face elements but also the elements that can be perceived as the face. Cycle-
GAN cannot learn specific objects; that is to say, CycleGAN can remain the input
feature. Therefore, this thesis aims to generate face pareidolia stimuli using real face
features using CycleGAN. This thesis used real-face and natural-scene data sets to
generate stimuli. In this thesis, the generated pareidolia-inducing stimuli resemble
the after-translation image style and include the eyes and lips, using the original
feature of a face data set. The CelebAMask-HQ data set was applied herein be-
cause the objective of this thesis was to use face attribute information (such as eyes
and mouth). The CelebAMask-HQ data set includes the label information of face
attributes such as eyes, hair, and skin. Additionally, the training data set of natural
images is collected from Flickr. In this thesis, I aim to generate the pareidolia-

inducing stimuli using the eyes and mouth region.
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Image which contains
the elements of face
perception

Pareidolia-Inducing
Stimuli

Translation to natural scene style by CycleGAN

Figure 4.1: The main idea of pareidolia-inducing stimuli. In this thesis, I at-
tempt to generate pareidolia-inducing stimuli by preservation of face elements.

4.2 Face pareidolia generation

One of the CycleGAN features, the loss function referred to as cycle-consistency
loss. As shown in Fig. 3.13, the difference between the original input image and
the image generated to be similar to the original image is calculated. Then, the
difference is regarded as the cycle-consistency loss and makes the generators learn
the after-translation image can be translated to the original input image. As the
cycle-consistency loss effect, the cycle-consistency loss function can reduce the
style translation-mapping solutions. In addition, the weight parameter of the cycle-
consistency loss (A, represented in 3.6) affects the performance of the generation.
The pareidolia-inducing power might be associated with the weight parameter; thus,

we trained the CycleGAN on the aforementioned data set with some A values and
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experimented with the generated stimuli evaluation using the stimuli generated by
the model trained on these various A values. This thesis uses the CycleGAN frame-

work implemented on Pytorch? [82], one of the libraries on deep learning in Python.

4.2.1 Data set

The CycleGAN can translate the image style bidirectionally between unpaired
two data sets. This thesis aims to generate natural face pareidolia; therefore, I

prepare two types of the data sets, face data set and natural data set.

Face data set

There are many face data sets for studies such as face detection [83, 84, 85]
and face recognition [4, 86]. In this thesis, as the face data set, this thesis uses
CelebAMask-HQ [87]. The data set includes the mask images corresponding to
each face attribute (eye, nose, mouth, etc.) as shown in Figs. 4.2.

I extracted the face pareidolia-inducing elements from these mask images as
shown in Figs. 4.3.

Regarding the pareidolia-elements, the eyes and mouth are important factors for
face detection [88]. Therefore, I preserve the eyes and mouth features of CelebAMask-

HQ (Right eye, Left eye, Upper lip, Lower lip, Mouth). In addition, I apply the pre-

Zhttps://github.com/junyanz/pytorch-CycleGAN-and-pix2pix/tree/master
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(a) Face image. (b) Hair mask image.

(c) Left brow mask image. (d) Left eye mask image.

(e) Nose mask image. (f) Skin mask image.

Figure 4.2: A face and mask image examples of CelebAMask-HQ. There are
19 classes of face attribution and accessories.
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(a) Original face image. (b) Face pareidolia components mask image.

Figure 4.3: An image example of Face pareidolia elements.

processing except for the pareidolia-elements and extract the pareidolia-elements

when generation of pareidolia-inducing stimuli. All labels are shown as follows:

e Hair,

Left/Right brow,

Left/Right eye,

Left/Right ear,

Upper/Lower lip,

Mouth,

Neck,

¢ Nose,
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Cloth,

Skin,

* Earrings,

Necklace,

e Hat,

Eyeglass.

In addition to the above, there are 19 labels inclusion of background the other re-

gion. A total of 100 images are extracted randomly from all images and used for

the training data set.

The borders of the skin, hair, and background exist in the face contours of the

image data set. As described in Chap. 4, a specific object is difficult to learn

for the CycleGAN. Additionally, the generated images changed significantly, with

changes in the image color using the CycleGAN confirmed. Therefore, the image

translated by the generator of the CycleGAN strongly retained the facial contours.

To overcome this problem and preserve the pareidolia-elements features, two types

of preprocessing, namely blurring, and noise processing are applied to the original

face data set. An image example illustrating the preprocessing steps is shown in

Fig. 4.5.
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Figure 4.4: Original face image.

Also, the original face images are preprocessed including pareidolia-elements

and whole image (excluding the pareidolia-elements).

The face of the original image of the CelebAMask-HQ is placed the center of the

image. Therefore, a bias toward finding the face from the center of the stimulus

needs to be considered. To resolve this problem, the pareidolia-elements are moved

randomly.

Natural scene data set

As the natural scene data set, we collect the images from Flickr [11]. The one of

the exampler image is shown in Fig. 4.6.
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(a) Blur processing excluding the face (b) Blur processing including the face
pareidolia-elements pareidolia-elements

(c) Noise processing excluding the face (d) Noise processing including the face
pareidolia-elements pareidolia-elements

Figure 4.5: Preprocessed image example.

4.3 Evaluation of the generated stimuli

A standard psychophysical method for measurement of pareidolia-inducing power
has not yet been developed. In addition, the frequency and sensitivity of pareidolia

might differ between each individual. Thus, this thesis examined the measurement
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Figure 4.6: Natural scene image example.

experiments conducted previously on pareidolia to design the experimental proce-

dure. In particular, the experiment of the noise pareidolia test [21] was found to

be similar to that of our research objective. The procedure for the noise pareido-

lia test is described. First, the investigator of the noise pareidolia test presented

the experimental stimulus to the participants. Next, the participants are required

to answer whether the stimulus includes the face or a specific object. When the

participants answered the face in the stimulus, the participants were required to

point out the facial region or specific object. In this thesis, I aim to measure the

pareidolia-inducing power of the generated face pareidolia stimuli. Therefore, the

participants determined whether pareidolia was included in the presented stimulus

and I instructed them to evaluate the face pareidolia intensity for the stimulus. In
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this thesis, I also aim to investigate the pareidolia cause; therefore, the presented

stimuli include real face images, natural images, and generated images that do not

include the pareidolia-elements. The experiment details are described in the next

chapter.
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ChapterS Experiment

This thesis consists of two types of experiments. The first experiment is the gener-
ation of pareidolia stimuli; this thesis generated face pareidolia image stimuli using
the CycleGAN. The second experiment is the evaluation of the generated stimuli.
Pareidolia might differ with the sensitivity of pareidolia-inducing power between

the participants; therefore, the experiment result is normalized and analyzed.

5.1 Face pareidolia generation experiment

This thesis used the CycleGAN to generate the images. As described in Sec.
4.2.1, the training dataset included a natural image dataset and a preprocessed face
image dataset. Each training image dataset comprised a total of 100 images of
resolution 256 x 256 pixels. The images of the training data set were randomly
selected. The number of learning iterations was 1000 epochs, and the learning rate
of CycleGAN was set to 0.0002 first until the 900th epoch and linearly decayed to 0
from the 901st to 1000th epochs. Moreover, the A values used for the training were

setto 2, 10, and 20. The original face images for the training data were preprocessed
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(details are described in Sec. 4.2.1). The face images except for the pareidolia-
elements were preprocessed in the training phase. Even if the input image used for
the generation experiment did not contain elements that cause pareidolia, the effect

of the output image seems to be considered slight.

5.2 Evaluation experiment

This experiment aims to evaluate the generated stimuli. In this experiment, the
detection number of the intended pareidolia and its pareidolia-inducing power are

investigated.

5.2.1 Evaluation procedure

This thesis verifies whether the generated visual stimuli can be generated system-
atically. The generated stimuli were evaluated to confirm their systematic genera-
tion. For qualitative evaluation, the participants gave a score the generated images
based on all the \ values and preprocessings. This thesis evaluated face strength
as face-pareidolia-inducing power. First, this thesis randomly selected 15 images
that are not used for training from the CelebAMask-HQ data set as the input im-
ages. Then, four different stimuli from each input image, which depend on includ-

ing/excluding the pareidolia-elements or applying the blur/noise preprocessing. In
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total, a total of 60 images with respect to a value of A are generated. Finally, a
total of 180 image stimuli are evaluated because the thesis investigates three dif-
ferent values of \. Additionally, this thesis extracted 15 images each from a face
and natural images without using them for the training of the image-to-image style
translation. Finally, a total of 210 image stimuli were evaluated in the experiment
on each participant.

The procedure of the designed experiment is described as follows. First, the
participant answers whether the face is contained in the presented stimuli. If the
participant answered “yes”, the participant selects a face region by enclosing it in
an ellipse. Thereafter, the participant gives a score the face-intensity, which ranged
from 1 to 99. In this thesis, I instructed to score on a 99 scale to intend the actual
index. The participant answers “no” or after the scoring, the presented image is
changed to the next image, and the evaluation is iterated for all the image stimuli.
The experiment used a 21.5-in monitor, BenQ, G2222HDL. This thesis analyzed

the result based on the evaluation by each participant.

5.2.2 Participants

There are 11 participants (age, 21-24, 2 females) who cooperated with the evalu-
ation experiment.

All participants consented to the experiment and signed the relevant agreement.
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Figure 5.1: Signal detection theory model.

Also, the all participants are healthy control.

5.2.3 Data analysis

This thesis uses the signal detection theory (SDT) [89] for the analysis as shown
in Fig. 5.1.  An effective method for investigating whether the presented stimuli
include specific information is SDT. In this thesis, the specific information is set
to the face, and regarded as a “signal”. Because of the exclusion of specific infor-
mation, the natural image is regarded as a “no-signal”. Additionally, in this thesis,
when the case of inclusion of face pareidolia-elements, such case is regarded as a
“signal”. Invertly, when the case of exclusion is regarded as a “ no-signal ” . In the
SDT, the response can be classified into four classes: miss (M), hit (H), false alarm

(FA), and correct rejection (CR). When the participant reported “yes” by observing
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Stimulus

3 Signal Noise
2 | Yes Hit False alarm
x| No Miss Correct rejection

Figure 5.2: Response classification of confusion matrix on signal detection the-

ory. The response of each participant is classified based on the response and

signal.

a stimulus inclusion of a signal, the response is classified as H, and “no” is classi-

fied as M. Similarly, if the participant reported “yes” when there is a no-signal in

the present stimulus, the response is classified as FA, and “no” is classified as CR.

In SDT, the ability to discriminate the stimuli is parameterized as d’, and calculated

by Eq 5.1:

P(H)

d = Z(1 - P(FA)) — Z(1 — P(H)).

Hit

- Hit + Mziss
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Figure 5.3: Difference of d’. The bigger the distance between red and blue
probability distribution, the larger the value of d'.

FA

PEA) = it er

(5.3)

Herein, the z-score of each probability is calculated by Z() in Eq. 5.1. In addi-
tion, the probabilities of H and FA are represented by P(H) and P(F'A) in Egs. 5.2
and 5.3. The numbers of hit and miss can calculate the hit probability. In the same
way, the numbers of false alarm and correct rejection can calculate the false alarm
probability. The response time, the center of the ellipse, major axis, and minor axis
are recorded. The ellipse that the participant pointed out can be reproduced using
these information. Following the above SDT, each of the responses of participants
is classified into four types: M, H, FA, and CR. This thesis determined whether the

image was intended for face pareidolia based on the recorded ellipse information,
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The mask image corresponding to the original face image to which the movement

process was applied was moved by the same amount as in the preprocessing move-

ment method. Then, the degree of overlap with the ellipse was calculated. The face

pareidolia was considered acceptable when the calculated degree of overlap ex-

ceeded 90%, and the presented stimulus was treated as H. On the other hand, if the

calculated degree of overlap fell short of 90% and the presented stimulus included

pareidolia elements, the presented stimulus was treated as FA.
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Chapter6 Results

6.1 Generation result

Figures 6.1, 6.2, 6.3, and 6.4 show the result examples of the generation exper-
iments. The face pareidolia structure is embedded in the generated stimuli that
can be perceived as faces. The generated face pareidolia stimuli can be observed
to be the same shape as the face annotation data. When the input image includes
face pareidolia-elements (blur preprocess: Figs. 6.1a—6.1d and noise preprocess:
6.3a—6.3d), the generated stimuli include the face pareidolia-elements. Inversely,
When the input image does not include face pareidolia-elements (blur preprocess:
Figs. 6.2a—6.2d and noise preprocess: 6.4a—6.4d), the generated stimuli do not in-

clude the face pareidolia-elements.

6.2 Evaluation experiment result

Pareidolia is a psychological tendency; however, the sensitivity to whether the

stimuli can be perceived as a face differs between individuals. The hit transition on
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(d) \ = 20

Figure 6.1: Generated images (blur, including the face pareidolia-elements)
each preprocessing is shown in Fig. 6.5 and Fig. 6.6.
the result in Fig. 6.5, 7 of the 11 participants increase monotonically the reported
number as the value of A on blur preprocessing. On the other hand, only 1 of the 11
participants increase monotonically the reported number as the value of A on noise
preprocessing.

In addition, when the translated image remains the face pareidolia-elements fea-
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(a) Input image
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Figure 6.2: Generated images (blur, excluding the face pareidolia-elements)
tures, these elements are perceived as the face. It reveals that the image translated
to the natural image can generate pareidolia-inducing stimuli using the eyes and
mouth features.

One participant could not report the real face. The cause seems the operation

mistake.
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(a) Input image

o
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Figure 6.3: Generated images (noise, including the face pareidolia-elements)

6.3 Receiver operating characteristic curve

In this experiment, I instruct to find out the face. Therefore, the participant may
be biased to find the face from the stimuli.

In the evaluation experiment result, “face” on the not-intended face pareidolia
stimuli is sometimes reported by almost all participants. Two possible causes of

factors are considered. The low ability to discriminate whether the participant can
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©A=10 (d) A =20

Figure 6.4: Generated images (noise, excluding the face pareidolia-elements)
perceive the face is the one of the reasons. This task itself is too difficult to dis-
criminate objectively, and the d’ becomes low. The abnormal setting of the internal
criterion; the participants tend to set the threshold to report “face” too low, is con-
sidered another reason. To reveal the reason for pareidolia, the d’ is calculated and
the receiver operating characteristic (ROC) curve based on the intensity is drawn.

As the result, Fig. 6.7 shows the drawn ROC curve is shown. If the participant
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Figure 6.5: Reported number transition when blur preprocessing. The red and
blue lines represent the monotonic and nonmonotonic increase of the reported
number, respectively. The orange bar chart represents the average of the re-
ported number of participants. The error bar represents 95% confidence interval
of the average of the reported number.

reports “face” on the intended face pareidolia stimuli perfectly without FA, the d’
is “inf”. The line of the ROC curve cannot be drawn then the d’ is “inf”. The abil-
ity to discriminate can be observed by all participants from the ROC curve and d’'.
Therefore, the abnormal internal criterion for the face signal is suggested to be the
pareidolia cause. Herein, Wardle reported that face pareidolia is firstly perceived as
more similar to the face in the brain than consisted objects [90]. Therefrom, Wardle
suggests the factors of face pareidolia is its sensitivity than its selectivity. This ROC
results suggest that the factor of face pareidolia is the abnormal internal criterion
for face signal; therefore, the factor of face pareidolia can be the sensitivity for the
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ported number, respectively. The orange bar chart represents the average of
the reported number of participants. The error bar represents 95% confidence
interval of the average of the reported number.

face signal.

6.4 Data analysis result

The face sensitivity of each individuals might be different. For real face stimuli,
almost all participants evaluated a 99 score. On the other hand, there are the stim-
uli that cannot be perceived as face. Because this thesis focuses on the perceived
case (can be induced pareidolia), the stimuli that cannot be perceived as face are

not considered. Also, the participant gave a different minimum score. To normalize
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Figure 6.7: ROC curve for each participant.
these sensitivity, min—-max normalization based on each minimum value to normal-
ize the score range was applied. Eq. 6.1 represents the formula for processing the

minimum value to 1 and maximum value to 99 after normalization

Score — Intensity,in

Intensity = x 98 + 1. (6.1)

Intensity.x — Intensityin

Here, Intensity,,;, is the minimum value of each participant and Intensity,,q.

is the maximum value of each participant. The stimuli evaluation result after the
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lines represent the monotonic and nonmonotonic increase in participant inten-
sity, respectively. The orange bar chart represents the average of the intensities
of all participants. The error bar is 95% confidence interval of the average in-
tensity.

min-max normalization process is shown in Figs. 6.8 and 6.9.

The red bold line in Fig. 6.8 and Fig. 6.9 represents the intensity of each par-
ticipant monotonically increases with respect to the increase of A\. As shown in
Fig. 6.8, 8 of 11 participants increase monotonically when blurring is applied as the
preprocessing for stimuli generation. On the other hand, all subjects are nonmono-
tonically increasing when the noise process . In addition, the correlation coefficient
between the \ value and the average participant ~ s intensity are investigated with
respect to each preprocessing method based on Fig. 6.8 and Fig. 6.9, respectively.
The correlation coefficient is 0.92 when the preprocessing is blurring. On the other
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Figure 6.9: The intensity when the noise preprocessing. The blue lines repre-
sent the nonmonotonic increase in participant intensity. The orange bar chart
represents the average of the intensities of all participants. The error bar repre-
sents 95% confidence interval of the average intensity.

hand, the correlation coefficient degrades to 0.59 when the preprocessing is noise.
From this result, the weight (\) was associated with the pareidolia-inducing power
when the preprocess was blurring. In each category and the weight parameter, the
tendency of the scores was different from that of the faces; thus, suggesting that the
stimuli were generated with different characteristics from those of the faces.

In addition, Figures 6.5 and 6.8 can be observed the same intensity trend, which
is the same as that in Figs. 6.6 and 6.9. The correlation coefficient between the
reported pareidolia number and the average participant ~ s intensity of the gener-

ated stimuli is 0.98 when the preprocessing is blur preprocessing. Furthermore, the
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correlation coefficient is 1.00 when the preprocessing is noise preprocessing. From
these observations, the face pareidolia report number and the pareidolia-inducing

power might correlate.

6.5 Significant difference test

In Fig. 6.8, I confirmed that the correlation between pareidolia-inducing power
and A\ by the blur intensity transition. However, we cannot intuitively observe
whether there is a significant difference between A = 10 and A = 20 in Fig. 6.8.
Therefore, this thesis investigates whether there is a significant different using sta-
tistical significant test. Hence, the difference is investigated whether it is significant
by the Wilcoxon signed-rank test [91]. The Wilcoxon can test whether there is a
significant difference between the representative value of two categories obtained

from the same participant.

6.5.1 Procedure

The statistics calculation of Wilcoxon signed-rank test vary depending on the data
number. Procedure of Wilcoxon signed-rank test is described as follows if the data

numbers is less than 25.
Step 1: Calculation of the difference between two types of categories
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Step 2: Taking the absolute value of the difference values

Step 3: Rank the absolute value in descending order (If there are above two same

values, the average rank is allocated)
step 4: Calculation of sum of the ranked value negative and positive, respectively

step 5: Comparison of the both sum values and the minimum value is the statistics

(represented as 1)

step 6: If the statistics is less than the critical value of signed-rank test, there is a

statistical difference between the average of 2 types categories

Otherwise the data number (more than 25), the statistics (z) is calculated as follows

formulation:
‘T _N(V+1) ’
L 4 (6.2)

\/(N(N+12)4(2N+1))

6.5.2 Significant difference test result

In this thesis, because the number of participants is 11, the statistics is calculated

in Eq. 6.2 described in Sec. 6.5.1. As the result of statistical testing, the statistics

(T') 1s 12. This statistic is less than when the significant standard is set to 10 %

(two-tailed test). From this result, there is a marginally significant between A = 10

and A = 20 when the preprocessing is applied blurring processing.
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Chapter7 Conclusion

Herein, This thesis investigated the systematic generation of face pareidolia stim-
uli through the pareidolia-inducing power. In this thesis, the weight of the cycle-
consistency loss was manipulated and the pareidolia-inducing stimuli were gener-
ated. The evaluation experiment revealed the pareidolia-inducing power correlated
with the weight parameter of the cycle-consistency loss of CycleGAN when the
blurring process was applied excluding the face pareidolia-elements (the eyes and
mouth) as preprocessing. On the other hand, there is not a correlation between
cycle-consistency loss and pareidolia-inducing power when the noise process was
applied excluding the face pareidolia-elements (the eyes and mouth) as preprocess-
ing. I trained the face image and natural image styles using the CycleGAN, and
systematically generated face pareidolia stimuli. In particular, the generated stimuli
using the human eyes and mouth can induce face perception. Therefore, the gen-
erated stimuli can induce face pareidolia. Also, the ROC curve result shows that
the cause of face pareidolia is mostly due to abnormal subjective internal criterion.
In addition, there is a marginally significant (significant standard = 10%) between

A =10 and A = 20 in Fig. 6.8. Furthermore, the generated stimuli using face attri-
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bution related to the pareidolia can induce pareidolia. This suggests that preserving

features such as the eyes and mouth is critical for inducing face pareidolia.
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Chapter8 Future Work

In future work, there are many tasks to tackle.

First, this research expands to the other pareidolia-inducing stimuli. To manip-
ulate the pareidolia-inducing power of existing pareidolia stimuli, the approach of
this thesis aims to be applied. Furthermore, it can also be applied to more versa-
tile applications by systematic generation in the form of existing pareidolia stimuli,
except for face categories. If the already existing stimuli can be manipulated its
pareidolia-inducing power, the research regarding pareidolia will be widened such
as the perception of the person, and training for artificial intelligence. In addition,
the opposite tendency of face pareidolia, prosopagnosia, is known. If the stimu-
lus of pareidolia-inducing power is high, some people cannot perceive the face.
In such a case, the people are suggested to be prosopagnosia. In this thesis, the
scope of the investigation target is healthy control subjects. In future work, the
pareidolia perception of patients suffering from not only Lewy body dementia but

also prosopagnosia [92] as shown in Fig. 8.1 must be investigated the correlation
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Outlet...?

Figure 8.1: Prosopagnosia image. The person of prosopagnosia cannot perceive
the face.

between pareidolia-inducing power and face pareidolia-reported number.

Also, I attempt to evaluate the generated stimuli one of each; however, this ex-

periment is feared to take the participant a long time to measure the stimuli. In the

future, the experiment procedure and method need to be improved.

Furthermore, in this thesis, the scaling of pareidolia-inducing power is set to 99.

It could be difficult to score or the small number of participants could affect the

results.

In addition, Regarding the statistical significant test, the significant standard is

set to 10%. In general, the significant standard of statistical significant test is set

to 5%. Therefore, I aim to satisfy the standard from two approaches. The first one

is the increasing of the participant. One of the participants might affect the statis-

tical testing because of few participants. In association with the previous sentence,
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the second one is the investigation of the pareidolia factor. The frequency of face

pareidolia varies in some factors such as specific illness, gender, and so on. In this

experiment, I did not investigate whether the participants have the factors related to

the face pareidolia frequency; therefore, the experiment result might be affected. In

the future, this experiment can investigate more factors of face pareidolia frequency.

Also, the studies that investigate face pareidolia have the majority of one type

category. The pareidolia-inducing power is different by the pareidolia type such as

the pareidolia which we can experience in everyday life, the stimuli of the noise

pareidolia test, and so on. Because we can perceive these stimuli as the face, I need

to investigate the tendency of each pareidolia category.

In addition, the face pareidolia-elements might relate to its contour. The pareidolia-

inducing stimuli are different from each other; however, as shown in Fig. 8.2 the

stimuli include the human-like contour because of the object scale, texture, design,

and so on. This thesis investigates whether the face pareidolia-elements can be in-

duced the pareidolia. As a further investigation, I need to investigate the contour

and inducing face pareidolia effect. For example, we can respond more rapidly to

the contour of face pareidolia-inducing stimuli than the face pareidolia-elements.

Also, when we try to find the pareidolia-inducing stimuli, we might narrow down

the range unconsciously because of the contour. Furthermore, there are some tasks

to analyze the experiment result. First, the tendency to react to the stimulus whether
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(a) Pareidolia without contour (b) Pareidolia with contour

Figure 8.2: One of the pareidolia image (outlet).

early or late might be reflected in the pareidolia-inducing power. Second, when the

participant perceives the face not intended face pareidolia, it is realistic face parei-

dolia. It might contribute to the face pareidolia study by analysis of the natural

occasion of face pareidolia. Such these tasks, the result is possible to obtain more

insightful.
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