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Two-Dimensional DOA Estimation of Sound Sources
Based on Weighted Wiener Gain Exploiting
Two-Directional Microphones

Yoshifurmi Nagata, Toyota Fujioka, and Masato Abe, Member, IEEE

Abstract—We propose a new method for estimating directions
of arrival (DOAs) of sound sources, both in azimuthal and eleva-
tion angle, using two directional microphones. This method adopts
weighted Wiener gain (WWG) for DOA estimation. WWG is an
estimate of the Wiener gain that we proposed for use in automatic
gain control to enhance speech that is degraded by additive noise.
Angular resolution of WWG arises from spectral subtraction (SS)-
based noise reduction involved in the WWG calculation, which en-
hances the signal from the look direction while suppressing sig-
nals from other directions. Because WWG involves two-channel
SS, which can deal with instantaneous noise, noise sources need
not to be stationary, as they must be with ordinary single-channel
SS. We further propose the exploitation of a pair of directional mi-
crophones whose front directions are arranged in rotational sym-
metry. The time difference and amplitude difference between the
two-channel signal provided by the microphones are utilized to
yield a two-dimensional resolution of DOA. We evaluated the pro-
posed method through computer simulations and compared it to
three DOA estimation methods that are based on a cross-correla-
tion function and two popular high-resolution methods of multiple
signal classification and minimum variance method. Evaluation re-
sults of the source detection rate and estimation accuracy demon-
strate the remarkable superiority of our method compared to the
other methods in conditions where multiple speech sources exist.

Index Terms—Directional microphone, direction of arrival
(DOA) estimation, elevation angle, two-channel, multiple signal
classification (MUSIC), minimum variance (MV), Wiener gain.

1. INTRODUCTION

HE ARRIVAL angle of a sound signal is considered to

be important information for many applications: noise re-
duction, speech dialog systems, robot audition, etc. Among the
many direction of arrival (DOA) estimation methods that have
been proposed for array signal processing (e.g., [1]) with various
numbers of sensors, the two-channel technique is particularly
attractive because of its hardware costs and processing costs.
However, performance limitations of the two-channel technique
in a multiple source environment are important because popular
high-resolution methods such as multiple signal classification
(MUSIC) [2] and minimum variance (MV) method [3] are in-
effective for conditions in which the sound sources are more
numerous or equal in number to microphones. Consequently, a
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two-channel system permits the use of only one source. The de-
tectable number of sources in a DOA estimation is an important
factor, particularly for systems with a small number of micro-
phones, because the number of sound sources can change fre-
quently in a practical condition. Sound sources can easily over-
whelm the theoretical limit of a method. Even in such cases,
stable performance is desirable to retain estimation ability, par-
ticularly for a slight increase in the number of sources. There-
fore, we are interested in the behavior of the DOA estimation
system in cases where the sources are more numerous than the
theoretically detectable number.

The theoretically detectable number of sources in DOA esti-
mation depends on the principle for reducing the contribution of
the source signals arriving from outside the look direction. Most
high-resolution methods steer nulls on the array directivity to
the source directions to reduce the contribution of source sig-
nals. This operation provides sharp peaks at source directions
on the “spatial spectrum,” which is a plot of the array response,
as a function of the imaginary look direction. The number of
detectable sources in the high-resolution method is known to
be equal to the number of nulls that can be generated on the
directivity: Itis usually A — 1, where M is the number of mi-
crophones. This limitation seems to have been moderated by
the method using a nonlinear complementary beamformer [4];
it was raised to 2(M — 1), i.e., two, for a two-channel system.
However, this method involves nonlinear searching, which can
be computationally intensive for broadband two-dimensional
(2-D) DOA estimation because the nonlinear search must be re-
peated for every imaginary look direction and for every spectral
component that is necessary to obtain a spatial spectrum. The
method based on classical time delay estimation using the gen-
eralized cross correlation function [5] does not have that theoret-
ical limitation, but its detection performance is generally lower
than that of the high-resolution methods because noise reduc-
tion involved in this method is merely the result of averaging.

We consider the DOA estimation problem in a multiple sound
source environment. To simplify the problem while retaining
its realism, we restrict the condition to cases in which every
sound source radiates a nonstationary broadband signal, such as
speech. In this condition, we infer that all source spectra mutu-
ally differ. Furthermore, each source spectrum changes indepen-
dently over time. This nonstationarity implies that some spectral
components originate mainly from one source at a specified fre-
quency or within a specified time frame. If those spectral com-
ponents were known, we could select them and average the spa-
tial spectrum obtained from each of them using, e.g., MUSIC.
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Thereby, we obtain the spatial spectrum that reflects the DOA
of all sources. Consequently, an increased number of detectable
sources is possible, but it is usually difficult to know such com-
ponents before the DOAs are known.

To perform “blind” averaging of the spatial spectrum that
requires no relation between spectral components and their
original sources, we propose the use of weighted Wiener gain
(WWGQG) [6] for DOA estimaton. The WWG is an estimate of
the Wiener gain we have proposed to utilize for speech en-
hancement: WWG is based on automatic gain control (AGC).
Two weighting functions that are applied for the gain estimation
yield an accurate estimate of the Wiener gain, even in condi-
tions where impulsive noises exist. One weighting function is
related to the two-channel version [7] of spectral subtraction [§]
(2chSS); the other is a function to whiten the noise spectrum
for improving noise reduction in the step of averaging along
the frequency axis in WWG calculation. The 2chSS-related
function uses the spectra] difference between the desired signal
arriving from the look direction and other signals. Noise re-
duction in 2chSS process is not based on null steering, but on
SS. For that reason, a theoretical limitation of the detectable
number does not exist. We consider that this characteristic of
WWG is useful to estimate DOA in a two-channel system.

Estimation of the source’s elevation angle poses an important
problem. Two-channel DOA estimation systems usually exploit
time differences of signals between channels. Therefore, only
the azimuthal resolution of angle is available when microphones
are arranged in a horizontal plane. In this case, directional mi-
crophone is useful to obtain resolution in the elevation angle.
The difference in amplitude arises between the channels if the
front directions of the directional microphones are arranged ei-
ther not to coincide or not to belong to the horizontal plane. This
information can bring resolution in the elevation angle. There-
fore, we further propose to exploit signals that are acquired by
a pair of directional microphones that are arranged in rotational
symmetry. This arrangement can clarify both the time delay and
the amplitude difference between channels. For those reasons,
it is expected to yield 2-D resolution of DOA estimation.

The remainder of this paper is organized as follows. Section 11
describes a brief summary of speech enhancement based on
WWG. Section I1I describes the proposed method of DOA esti-
mation based on WWG. Section IV describes the experimental
setup for evaluation. Section V describes evaluation of the pro-
posed method compared with MUSIC, MV and three cross-
correlation-based methods. Finally, Section VI summarizes the
conclusion.

II. SPEECH ENHANCEMENT BASED ON AUTOMATIC GAIN
CONTROL WITH WEIGHTED WIENER GAIN

A. Automatic Gain Control With Weighted Wiener Gain

We assume that two directional microphones are placed in a
noisy environment to receive identical desired signals, as shown
in Fig. 1. Let the discrete time samples of the signals received
at the microphones be

w(d) = s(i) + 1 ()
y(i) = (i) + ny (i) M
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Fig. 1. Microphone arrangement for speech enhancement based on WWG.

where () and y(2), respectively, denote the L-channel and
R-channel microphone signals, s(¢) is the desired signal, and
n,(4) and n, (%) are the noises received at respective micro-
phones. Subjecting the above samples to short-time discrete
Fourier transform (DFT), we obtain

Xn,k =S %+ -ZVI.'H.;IC
Yn.l\- = Sn,k. I Ny‘n.,k (2)

where X, 5 and Y}, . denote the DFT of the ::(i) and y() for
the frame n and the kth frequency bin; S,, ; denotes that of 5(%),
and N 1 and Ny, .k, respectively, denote those of 7 () and
ny (7).

Consider the case in which the average of the received signals
Zi = (X0 + Y,1)/2 is multiplied by a scalar gain p,, for
approximating the desired signal contained in Z,, ; as

'SA'n.:I\- = Zn.kpn- (3)

Gain p,, is obtainable as a weighted least-squares solution to
minimize the following cost function assuming that gain p, and
weighting function ¥,, ;. are constant within the period of time-
averaging, as

J(/)'u-) = Z |Zn.kpn -

J<=n—L

:‘)L+IZ Z |ZJ]\/)11_

j=n-L

Sn,klz\I’u,.k (4)

Sj,l;|2\1ln.k (5)

where (7) denotes time averaging and 2L + 1 denotes the
number of frames for time averaging. Because J(p,) is a
quadratic form of p,, the optimum value of p,, is obtained by
letting dJ{py)/dp,, = 0. Then, we obtain

Z (2|Zn,k|219n - 2R.O[S,,,;,-Z;';J\_])\I/,L_k =0 (6)
k

where Rel[] denotes the operation that takes a real part of the
complex number. Because the desired signal and the noises are
assumed to be uncorrelated, S,, s Z7 ;. = | Sy, 1 |?. Therefore, the
weighted version of the Wiener gain is obtained as

Zk Gss,n kK T n.k

Q)

where

Yo sl ®
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and
Jj<=n|L

o1zl o

Jj=n-L

—_— 1
Gc.:,-n.k = |ZH-,I\'|Z = m

respectively denote the power spectra of the desired signal and
the primary signal. The power spectra of X, ; and Y, ;. are ob-
tained similarly as

1 J<=n—+L
Cronr =1XnsP = s— Y |Xu]>  (10)
n, n, 9 J:
2L +1 Plend?
1 Jj<=n+L
ny.u,k = |}rn.,l\'|.) = m Z |}fjl\|2 (n
j=n—L

If no interference is present and the background noise is un-
correlated between channels, G, & in (7) can be replaced by
the cross spectrum, as

Jj<=n+L

Y XY

Jj=n—L

R 1

Gyt = KoYk = 570y (12)

where () signifies operation of the complex conjugate.
Thereby, (7) becomes

— Z}\: RB(GJ'U,H,I\‘)\IJH,}\:
" ZI\- G/:,:,'IL:I\*\IIIL.I.: '

We assume that ¥,, ;. has a real value. The imaginary part of
G ¢y.n.k can be ignored because the signals that come from the
look direction are assumed to be identical among channels.

Next, we assume that the received noise signals contain
broadband interference arriving from angle ¢ and uncorrelated
background noise. Taking into account that the received inter-
ference signals differ in amplitude and phase in the microphone
arrangement described above, (2) becomes

(13)

‘Y'H,I\‘ = Sn.,/c -+ L,n.l\: + BI,H,/\'
—j2nfrh K
},n.l\' Sn:k + 050'),/.‘.",71?/»‘6 J2rferh/ K + By,n,l\'

1l

(14)

where D3 .4 and Dy ., . are the DFTs of uncorrelated back-
ground noise, V,, 4 is the DFT of the interference, « 1. is the
relative amplitude of the interference normalized by that con-
tained in the L-channel signal, [, is the sampling frequency, 7
is the time delay of the interference between channels, and X
represents the point length of the DFT.

In this case, the numerator of (13) is expressed as the fol-
lowing by substituting (14) into (13)

Z Re(Gl'y,n,k)\I/n:k
l‘.

= Re(IS, k7 + aes[VixPe >IN, 0 (15)
k

If the weighting function ¥, ; functions to whiten the second
term in (15) and the phase 27 f.7&/ I is distributed uniformly
within the range of —7 to 7, the summation along frequency
bin % reduces the summed power of the interference to a lower
level than that of the desired signal. We can closely simulate

this condition in most cases by taking a sufficient inter-micro-
phone distance. Because it is difficult to estimate the interfer-
ence spectrum directly from observations, we have chosen U, ;.
to approximate the inverse of the noise spectrum as

Uk =1/Guanks (16)
Gdd:n,k = l-Xn»,k - )fml\'lz (]7)
1 J<=n+L
- bd 2
=507 2 M -Yul o a9
- j=n-L

where Gy, ,,.1. 1s the power spectrum of the differenced signal
X1 — Yo x. The desired signal is reduced by the differencing
operation for use as an approximation of the noise signal. In
addition, Gyqg.,. 1 is used by the 2chSS-based noise reduction,
as described later.

Components of the interference signal that is contained in the
differenced spectrum are expressed as the following:
2SR/ Ky

]
Vir = Var(l —as e

(19)

If cv, 1. = 1, this operation can produce zero values on the inter-
ference spectrum. Noise spectrum distortion that is attributable
to the differencing operation can not be disregarded for 2chSS-
based speech enhancement. It is compensated in the process of
2¢hSS, as described in the next section.

On the other hand, the spectral zeros that are attributable to
differencing are avoidable using the microphone arrangement,
as shown in Fig. 1, because «,; ;. # 1. In addition, the distortion
does not directly affect the broad band gain estimation because
the averaging over speech frequency band can moderate that ef-
fect. For that reason, we use ¥, ;. without compensation as the
whitening function. We note that bare differencing X,, x — Y .x
provides zeros in the source spectrum for all frequencies in the
case where the sound source is immediately in front of the array.
However, in the DOA estimation process using WWG as de-
scribed later in Section 111, the microphone signals are to be
modified before differencing according to the imaginary look
direction d to obtain a spatial spectrum. Because each modifica-
tion corresponding to each channel is ditferent from every other
when d does not coincide with the front direction, a spectral zero
is avoidable. Otherwise, when d coincides with the source direc-
tion, the sound source is no longer regarded as a noise source,
but as a desired source. The gain (13) is optimally obtained with
the function ¥, which reflects the other noise sources. There-
fore, we do not need to regard this case as an exception.

B. 2chSS-Based Weighting Function

In addition to the above averaging with whitening, we have
introduced 2chSS-based noise reduction for reducing corre-
lated noise components in Guy.,,.x. 2¢hSS is a modification
of the Griffiths—Jim generalized sidelobe canceler (GSC) [9],
which performs noise cancellation using the differenced signal
between the channels as a reference signal and the averaged
signal of the input channels as the primary signal. Whereas
GSC estimates a transfer function between the reference and
the primary signal, 2chSS estimates the imaginary transfer
function between the power spectra of the two signals. This
imaginary transfer function is a set of real-valued coefficients
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called compensation coefficients. In our setup, the primary
power spectrum corresponds to Gy, and the reference
power spectrum corresponds to G g, . To allow these corre-
spondences, we modified 2chSS as

Gss.n.k = |Gry,n.k| - A/Gdd.n;l.-//”n.zk (20)

= |G1‘y,n4.k|®n.k.‘;~ (2‘)

(I)n.,l.~.~, — |G.ry:n,k‘ - 'YG'dd,n,I.-/”n,k. 22)
IG;ryv.n.Ak|

In those equations, éss;n.k is an estimate of the desired power
spectrum, v is a positive constant to control the strength of the
subtraction, i/, 1 is the compensation coefficient, and ®,, 1. is
the resultant 2chSS-based weighting function.

We calculated the compensation coefficient v, i as

-Dn k
Vpg = o . 23)
er,u.,k|
[ |Xn,k - Y-n.,l.-|2/\ + D"'—L’v(] —A)
Dy, = (noise period)  (24)
D14 (speech period)
‘X:.kyn-.’\"\ + ery,n—l,k(l - /\)
Qeynk = (noise period)  (25)

Qryn—1.k (speech period)

where D.,,,A. is the averaged differenced spectrum in the noise
period, Gy, i the cross spectrum in the noise period, and
A represents the learning factor. The noise period is determined
according to the criterion described later in this section.

The WWG is the total gain that is obtained by combining (13)
with (22) as

Sk Re(Claynt ) ¥ 4 8o ks
> 3
Z/‘_ G::_.n,klljn.]\‘

pr(Byy) = (26)

where 4 is a positive constant that is introduced to control the
strength of the whitening. Because the noise periods are very
short, it is difficult to obtain accurate compensation coefficients
Vi In (22) in cases where impulsive disturbances arise. How-
ever, in such cases, whitening combined with noise reduction
realized by the above gain has been demonstrated to be particu-
larly effective. Parameters 3 and v were determined empirically
because this is an ad hoc combination. For estimation of ®,, 4 -,
we determined the noise period based on the following criterion:

Co =P, (B.7)

v b= L0- 27
Because a fixed value #, ;. = 1.0 is used as the compensation
coefficient, this criterion requires no detection of the noise pe-
riod.

Finally, speech enhancement based on AGC with WWG is
performed as

Sn.l\' = Zn:k/);,(-";’)- 'Y)- (28)
Because WWG is the estimate of broadband signal-to-signal +
noise ratio, WWG can be regarded as a degree of existence of
the signal arriving from the look direction. For that reason, we
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Fig. 2. Amangement of directional microphones in rotational symmetry.

consider that WWG is a useful parameter for speech enhance-
ment, for speech detection, and for DOA estimation.

We can extend WWG of the two-channel system to a mul-
tichannel version using a simple averaging of WWG obtained
from different combinations of channel pairs, as

_ 2P 2o RC(GI"I:]\')\II;?'I-‘\' Ppg k- (29)
= 3
ZP ZI\' G-”Mf"’\PP'I:’\‘

where I’ is a set of the combinations of all different pairs of
channels and p. ¢(p # ¢) are the two channel numbers from set

P

P'(B.7)

1. DOA ESTIMATION BASED ON WWG

A. Two-Channel Microphone System for 2-D DOA Estimation

Next, we describe the proposed method of DOA estimation
based on WWG. We assume that two directional microphones
are placed as depicted in Fig. 2. Two thick solid arrows show
the front directions of the microphones. The microphones are
placed at the respective roots of the arrows. These directions of
L-channel and R-channel microphones are expressed in polar
coordinates; they are represented, respectively, as dy, = (6, ©,)
and dp = (—0,. —¢,). Both microphones are assumed to have
identical directivity. This arrangement represents the rotational
symmetry of 180°. The sensitivities of the two microphones at
directions (0°, 0°) are identical; those at the other directions are
different in most cases, excluding direction (—80°. —180°),
which is the inverse of (0%, 0%). We ignore the effect of the signal
from the inverse direction because sensitivities at the inverse are
lower than that of (0°, 0°) when usual directional microphones,
e.g., uni-cardioid microphones, are used. Consequently, we as-
sume that the only signal that arrives from (0°, 0°) provides
identical signals between the channels.

WWG takes a large value when signals are identical between
channels. The magnitude of WWG is between 0 and | in most
cases. Negative values of WWG rarely occur because spectral
components that provide negative correlation usually accom-
pany those having positive correlation in cases of broadband
signal processing. If negative gain is obtained, we can use zero
instead, as max(p/, (7). 0).

B. WWG Spatial Spectrum

The spatial spectrum of WWG for DOA estimation requires
the value of WWG that corresponds to an arbitrary direction.
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This value is available by simulating a case in which the look di-
rection of the system is steered to that direction. To steer the look
direction to a specified direction, the input spectrum X, 4. ¥,
is modified both in phase and amplitude as

X a(d) = XoseAznld) (30)
Vi (d) = Yk Ay k(d) 3
Am:k(d) = ]./Dw_/‘;(d) (32)
Ay (d) = exp(27 [yrqk [ K)/ Dy 1 (d) (33)

where d = (0, @) is the look direction, 4, x(d)and A, x(d), re-
spectively, identify the compensation spectra for X, 4 and Y}, .
74 1s the inter-channel time delay of the signal arriving from di-
rection d, and D, 1 (d), Dy, 1(d) are the relative directivity nor-
malized by the response of each microphone’s front direction.
We assume that D, ,(d) and D, 4 (d) are known, by a prelim-
inary measurement if necessary. The compensation described
above creates a coincidence between the channels in both am-
plitude and phase of the signal components originating from the
source at the look direction d. For simplicity, in this section, we
describe the equations omitting the frame number 7.

Because ¢/ is dependent on G,,. G.;, and Gyq, we modify
them to yield G, .G, . and G, using (30)—(33) and obtain the
steered version of WWG cormresponding to the look direction ¢

as
P(Boy.d)= 20 RelGa (d)]\PQiQE;l)@;.,W @ (34)
Zk G{:.:,k(d)\llk (d)
Goyan(d) = X (DY((d) = Guy 1 AL 1 (D) Ay (d)
G n(d) = [(X7(d) + Yi(d)) /2] (35)
= Grose| A s ()P /4 + Gy Ay k(D) /4
+ Re[Gay k Ay 1 (DA 1 (d)]/2 (36)
:id,lc(d) = |Xll\:(d) - Y,‘f(d)|2
= Gow sl e k()P + Gyyal Ay n (D
— 2Re[G oy 1 A% 1 (d) Ay 1 (d)] (37)
where
() = 1/Gly(d). (38)
T I A e NG VA

|Gy (D]

are the modified weighting functions. Also, ¢7,(d) is the modi-
fied version of the compensation coefficient i/4; ¥},(d) depends
on the results of desired signal detection shown in (24) and (25).
Then, estimation of v},(d) requires signal detection in every look
direction d led by the steering. We omit this calculation and
use ¥}, (d) = 1 for all k& and d because this estimation is com-
putationally intensive, particularly when numerous look direc-
tions are required, as in the 2-D DOA estimation. Consequently,
from (34), we can calculate steered WWG using the observed
spectra G.r. Gy, and G, without re-averaging for obtaining
the steered spectra G, (d),G", . (d) and G/} (d) to make it cor-
respond to every look direction. Thus, we can obtain the WWG
spatial spectrum with reduced computation and can estimate
DOA from the spectrum using peak picking, as described in a
subsequent evaluation.

Xy
L.ch O FFT k

Rel O vy

Spectra Estimatio
Gxx. Gyy. Gxy

Weighted .
d—» Av(d)|_ Spectra ) 2¢hSS > Wicner pd)
oo LAY () (‘nm!mnsmmn (d) Gain Spatial
direction Gy () Spectrum
, I
G’Z'I, (d) Wcighling
Gldd (d) Function -
for Whitening ['F7(d)

Fig. 3. Block diagram of the proposed DOA estimation.

C. Processing System

A block diagram of the proposed DOA estimation system
based on WWG is depicted in Fig. 3.

First, the DFTs of the received signals are obtained via
fast Fourier transform (FFT). The power and cross spectra
Gz Gyy, and G,y are estimated from the FFT spectra. Next,
the modified spectra G, ,(d).G’, \(d), and Gy ,(d) are
calculated from the power and cross spectra using expressions
from (35) to (37) according to the look direction d. The spatial
spectrum is obtained by changing d in the specified ranges of
azimuth and elevation angle.

In this system, we use FFT of 512-point length with a Han-
ning window, a frame shift of 256 points, a frequency band for
calculating the spatial spectra between 260 Hz and 4 kHz, and
an inter-microphone distance 7 of 15 cm. The number of aver-
aging iterations to estimate spectra Gz 1, Gyy.i, and Gy i to
3 (L = 1.93 ms) was determined through preliminary experi-
ments. In addition, as described in the evaluation section, we set
the index of the weighting function /J to 0.75, the strength of the
2¢hSS « to 3, the L-channel microphone direction oy to (60°,
60°), and that of R-channel dp, to (—60°. —60°).

IV. EXPERIMENTAL SETUP

A. Measures for Evaluation

1) Source Detection Rate: Performance of DOA estimation
has been evaluated in the literature in terms of the shape of the
spatial spectrum. Aspects that have been emphasized in those
evaluations include angular resolution, peak sharpness, and ac-
curacy of peak direction. Those aspects are important for quan-
titative evaluation, but we consider that they do not represent
overall efficiency when used in a practical system. We consider
that stabilizing factors through use of various source directions
and through various numbers of sources are also important be-
cause both can vary unexpectedly in practical situations. The
DOAs of a few dominant sources are expected to be estimated
even in such conditions. In addition, abrupt performance degra-
dation caused by a small increase in the number of sources is
not desirable.

For the purposes described above, we propose the use of the
source detection rate (SDR) as an evaluation measure

SDR(N:) = Kewccess (V) /K rorat(Ne)- (40)
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In that equation, N, is the assumed number of sources,
Kiora1 (V) is the number of trials of DOA detection, and
Kouccess(N,) is the number of successful trials. For SDR
measurements, the spatial spectra are first calculated using
each DOA method; then the peaks in the spatial spectra are
detected assuming that N, is known a priori. Directions of
the detected peaks are compared to the actual ones. Then, the
detection is judged as either successful or failed according to
that comparison. Many sets of source directions are generated
randomly to avoid the bias introduced by a specific source
direction. Then, each set is used to simulate the sound field for
calculating spatial spectra. Thereafter, the number of sources
N, is varied and the detection rates are obtained for each DOA
method and in each IV,.

The SDR measure is sensitive to criteria that determine the
detection as successful or failed. Therefore, we shall later intro-
duce “permissible error,” which defines a permissible margin of
the angular distance between the true source direction and the
peak direction. To evaluate the performance, the experimental
results of this study are shown as a function of the permissible
erTor.

2) Accuracy of DOA: The SDR measure has estimation ac-
curacy because SDR is shown as a function of the permissible
error. That accuracy is higher when a higher SDR is achieved
with smaller permissible error. Nevertheless, to exhibit the accu-
racy of DOA directly, we calculate the root mean squared error
of the angular distance between the true source direction and
detected peak direction.

B. Simulation Conditions

For this simulation, we assume a free sound field in which
each source sound arrives at the microphones as a plane wave.
Therefore, the time delay and amplitude response of each source
sound at each microphone are mentioned to calculate the micro-
phone signals. We assume that the amplitude response depends
on the arrival angle of sound, as determined solely by micro-
phone directivity. It is noteworthy that, even in the case in which
noise is assumed as uncorrelated between channels, source sig-
nals function as correlated noise in multiple source conditions.

Evaluation using acquired data in real conditions or evalua-
tion using simulated or measured impulse responses is desirable
because reflection and reverberation are important considera-
tions for practical use. However, measurement of microphone
directivity is necessary in these cases for accurate evaluation
because the proposed method of DOA estimation assumes that
microphone directivity is known. Such investigation is beyond
the scope of this paper because investigation in a reverberant
condition requires additional intensive treatment.

C. Speech and Noise Data

1) Speech Data: For the preliminary investigation in V-A and
V-B, we recorded speech samples of three sentences that were
uttered by one male and one female. Moreover, we use speech
samples of another 50 sentences from a Japanese speech corpus
[10] uttered by one male for evaluation of SDR, as described
in V-C, and for DOA accuracy in V-D. The male utterer of the

TABLE I
CHOICE OF SPEECH SAMPLES FOR PRELIMINARY INVESTIGATIONS

Sentence Data ID !7Numbcr of sources
(utler) (23 415

a i-1 (female) |o|o|o o o
-a-2 (malc)y -lojo o] 0

b b-1 (female) | - o o o
b-2 finale) | - o| o

¢ c-I(female) | - | - | - - | o

former three sentences and that in the speech database are dif-
ferent. We denote the data set of the former six speech samples
of the three sentences as “Data (A),” and the remaining 50 sam-
ples as “Data (B).”

For the preliminary investigation, we choose some samples in
Data (A) depending on the number of sound sources assumed in
the simulation condition, as described in Table I. The number of
sources is from one to five; the mark *“o” in Table I indicates that
the speech sample is used for calculation. On the other hand,
we take speech samples sequentially from 50 samples in Data
(B); the samples are rotated after the last sample is taken. The
beginning of all utterances is adjusted to coincide approximately
in time.

2) Noise Data: This study uses background noise for evalu-
ation. It had been recorded previously in a computer room that
had computer fan noise.

D. Methods for Comparison

For comparison, we use three methods based on the cross
correlation function that are often used for DOA or time delay
estimation. We also use two popular high-resolution methods:
MUSIC and MV. These two high-resolution methods are gen-
erally applicable to conditions in which the number of micro-
phones is larger than that of sources (M > Ny). We are inter-
ested in cases where this condition does not hold, i.e., A < N,.
We consider that these methods are applicable to such condi-
tions in cases where the source signals are broadband and non-
stationary for the reason stated in Section 1.

Regarding the cross-correlation-based method, we mention
the ordinary cross-correlation function and the two types of
generalized cross-correlation functions (GCCs) that have dif-
ferent weighting functions. We respectively designate these
three methods as “OCC,” “GCC-1,” and “GCC-2.” We assign
OCC as the method using the ordinary cross spectrum, which is
equivalent to the ordinary cross correlation function. The time
averaged spatial spectrum of OCC is calculated as

Socc(d) = ) [ Re[G, , 1 (). @)
]\.

We assign GCC-1 to an equivalent to GCC with the amplitude
spectrum whitened by the inverse of the cross spectrum G, &
The GCC-1 method has been referred to as “PHAT" in the lit-
erature [5]. We calculate the time averaged spatial spectrum of
this method as the following:

SGCC—I(_d) = Z R'C[Gjry.n.:k(d)]/|G;y.nJ\-(d)|'
k

(42)
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Here, GCC-2 is assigned to an equivalent to GCC with the
amplitude spectrum whitened by the weighting function 'z (d)
shown below, as

r'”:/\‘(d) = <31\ / [(l - Cl_:l\)|Gf)yH}\(d)|]
,%_:]; - |GJ.'U.”;’\'|2/(G4'1':I1:‘\'ny:“.’\')

(43)
44

where (,‘“:‘,‘: 18 the squared coherence function between the chan-
nels. The weighting function T',, x(d) is intended to minimize
the uncorrelated noise power between channels [5]. We used the
fact that (3..}; does not change depending on the steering direc-
tion d in (43). We calculate the time averaged spatial spectrum
of this method as the following:

Sace—a(d) = Y Re[Gh, , (DITwi(d).  (45)
’\.

For the two high-resolution methods, we average the spatial
spectra both on the frequency axis and over time as

_lug(#)
S.\IL’SIC(d) — lozk KD ey, gl par (D)

Ssv(d) = 21/ (an(@ R} anld))
&

(46)
47

where It ;. denotes the covariance matrix of the input signal

R _ |:Xn,k‘¥.:__1_. /X—n.ky',i;\.]
k= 7 T 7 T
YorXi Yo,
Gwr n.k GK 8
— e zy.nk 48
|:Gry.n,k ny:n.,k ¢ )

and ¢,, ;. denotes the eigenvector corresponding to the smaller
eigenvalue of the eigendecomposition of I2,, .. The mode vector
ar(d) is expressed as

ar(d) = { Dy (d). Dy so(d) exp(—j2r ferak/K)}T (49)

where 74 is the inter-channel time delay of a signal arriving from
direction d, f is the sampling frequency, and X is the FFT point
length. Diagonal elements of the covariance matrix K, i are in-
creased by 0.1% of (Guwntc + Gyyn)/2 to stabilize the es-
timation of its inverse matrix and eigendecomposition numeri-
cally. They are respectively required for MV and MUSIC.

In calculating the MUSIC spectrum, the eigenvector that
represents the noise space is generally required. If we were able
to determine the spectral components that originated from one
source signal, we could then use only those components and
thereby obtain the eigenvector as that which corresponds to the
smaller eigenvalue. Unfortunately, it is difficult to select those
components in a multiple source condition. For that reason, we
use the eigenvector that corresponds to the smaller eigenvalue
for all components as an approximation. Spectral components
that are contributed by multiple sources provide no correct
peaks of sources, but they do provide gradual spatial spectra
in most cases. These spatial spectra only raise the background
level in their averaged spectrum. Therefore, correct peaks that
are provided by the spectral components that originate from
one source are maintained. Consequently, DOA estimation of
multiple sources is possible using MUSIC.

For averaging the MUSIC spectrum, we average the log spec-
trum both in time and in frequency, as expressed in (46). Other
methods of averaging, e.g., taking a logarithm after linear av-
eraging, are possible. However, averaging by (46) showed a
stable and superior result in preliminary experiments compared
to those of other averaging methods. Averaging in the frequency
axis is possible in the step of estimating the covariance matrix,
as adopted in the method using a focusing matrix (e.g., [11)).
However, averaging of the multiple frequency bin increases the
chance for contribution by signals from multiple sources to the
covariance matrix. This contribution renders the 2 X 2 covari-
ance matrix as having no noise space. Therefore, we use no av-
eraging along the frequency axis in the covariance matrix esti-
mation.

Spatial spectra are typically displayed in decibels in the liter-
ature, but this study uses a linear scale to display them because
the dynamic range of the spatial spectrum is sufficiently small
to use a log scale in the case of Al < N, which is not the proper
condition for MUSIC and MV.

V. EVALUATION

A. Directivity of WWG

Preliminary to performance comparison, we investigated
the directivity of WWG to ensure the suitability of parameters
(8.7) of the two weighting functions and the relation between
the microphone arrangement and the angular resolution. We
also calculated the directivity as a system response that corre-
sponds to the arrival direction of a signal where only one source
is assumed to be present. The system response is WWG here.
For calculation of directivity, we varied both the azimuth and
elevation angle of the one assumed source from —90° to 90°
with a 2° step. Speech signals in Data (A) were concatenated
and used as the source signal. The signal duration was about 15
s; WWG was averaged over that duration.

First, we present results corresponding to different values of
parameters /3 and %, as shown in Fig. 4. Here, the microphone
direction is set to d;, = (60°,60°).dg = (—60°,—60°).
Calculated results are shown as a bird’s-eye view diagram.
The look direction d = (0°.0°) is at the center of each
figure. Figs. 4(A)-(F), respectively, correspond to results
when (8.7) = (0.0), (0.1.5). (0.3). (0.4,0). (0.75,0),
and (0.75,3). The results show that the directivity of WWG
provides low angular resolution when no weighting functions
are enabled ((3.~) = (0.0)), as shown in Fig. 4(A). Because
WWG with # = ¥ = 0 is equivalent to the ordinary cross
spectrum, we can infer that the ordinary cross correlation func-
tion also has insufficient resolution to detect multiple sources
in this experimental setup. Different from that case, Fig. 4(B)
and (C) show that a discontinuity between the region of the
mainlobe around the look direction and the region surrounding
the mainlobe emerges when the 2chSS weighting function is
enabled (v > 0). The level of the surrounding region is suffi-
ciently low and the mainlobe width decreases as -y increases.
On the other hand, the mainlobe is conical when the whitening
function is enabled (8 > 0) and the level of the surrounding
region is also raised, as shown in Fig. 4(D) and (E). Then,
Fig. 4(F), which is obtained when both weighting functions are
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Fig. 4. Directivity of WWG versus parameters 3.~ . (€,

enabled ((B.+) = (0.75.3)), shows the directivity of the sharp
mainlobe with a low surrounding region. These results confirm
that 2-D angular resolution can be realized by WWG with a
circular symmetric two-channel microphone and that both 3
and 7y serve to increase the angular resolution, at least in the
case where a single source exists.

Next, we investigated the relation between the microphone
arrangement and the angular resolution. For simplicity, we set
the parameters of the microphone direction as 8, = ¢, : dp =
(05.9,) and dp = (—6,.—0,). Calculated results using dif-
ferent values of 0, are shown in Fig. 5. (8.7) = (0.75.3)
was used here. Fig. 5(A)—(D), respectively, correspond to re-
sults when 0, = 0°, 30°,60°. and 90°. As the figure illustrates,
the mainlobe is broader along the elevation angle when 0, = 0°
and 30°; it narrows as the tilt angle ¢, increases. The resolution
in elevation angle seems to be at a maximum when 0, = 90°,
but we consider that 8, = 60° is better for practical use because
of the fewer bad effects that are attributable to the signal from
the inverse direction (—180°. —180°).

We assumed a single source condition to yield the results de-
scribed above. Therefore, we cannot directly confirm from them
that the spatial spectrum in a multiple source condition also has
peaks whose shapes exactly reflect the above directivity. Nev-
ertheless, we infer that the resolution can be higher as the di-
rectivity becomes sharper and that the opposite cannot be true.
For that reason, we use 0, = 60° with (3.~) = (0.75.3) for
subsequent evaluation.

B. Spatial Spectra

We calculate the spatial spectra of the three methods WWG,
MUSIC, and MV by changing the number of sources N; to
emphasize the difference of the peak shapes depending on the
methods. We omitdisplaying those of OCC, GCC-1, and GCC-2
because they exhibit no clear peak corresponding to the sound
sources when multiple sources exist. Speech signals in Data

423

%0 azimuih (deg.) *

(©)

e azimuth {deg.)

(F

£e =60°). (A)(4.4) = (0.0). B)(0.1.5).(C) (0.3).(D) (0.4.0), (E) (0.75.01. (F) (0.75.3}.

(A) were used as the source signal and the first one-second of
the utterances were used. Calculations are performed for az-
imuths of —90° < # < 90° with 2° step and elevation angles
—90° < < 90° with 2° step.

Fig. 6(1)—(3) respectively depict the results obtained in cases
where N; = 1.2, and 3. The source arrangement is shown in
Table 11. As shown in Fig. 6(1), all spectra obtained using these
three methods exhibit one clear peak at the true source direc-
tion in the case of VN, = 1. The peak of WWG is broader than
that obtained using the other methods. Therefore, the angular
resolution of WWG seems to be lower than those of the other
methods. In the case of N, = 2, we observe that the MUSIC
spectrum has only one peak, which seems to result from the fu-
sion of the two peaks of sources | and 2, as shown in Fig. 6(2).
Two peaks corresponding to the two sources emerged in the MV
spectrum, but the peak height of source | is much smaller than
that of source 2. Consequently, detection of the two sources ap-
pears to be difficult. In contrast, the WWG spectrum exhibits
two clear peaks in the true source directions.

Directions of source 1 and 2 provide the same time difference
between channels. For that reason, only the amplitude difference
is valid to distinguish the two sources. We can observe that res-
olution of the elevation angle in MUSIC and MV is lower than
that of WWG. In the case of Ny, = 3, a similar result to the
case of N, = 2 is obtained. Three clear peaks are visible in
the WWG spectrum, as depicted in Fig. 6(3), whereas only two
peaks are visible in MUSIC and MYV spectra.

The MV spectrum peak appears sharper than that of MUSIC
when N, = 1 because of the few averaging iterations of the
spectra to estimate the covariance matrix (three times). The peak
sharpness in the MUSIC spectrum increases as the averaging
times of the spectra increase when N, = 1. Nevertheless, the
peaks broaden as the averaging iterations increase when N, > 1
because of the contribution of multiple sources to the covariance
matrix. The use of three averaging iterations is inferred to be
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(A)

azimuth (deg.) N %

Fig. 5. Directivity of WWG versus microphone tilt angles. ((:3.7) =
(0.75.31). (A) (Bo.i00) = (0°.0°), (B) (fo..rol = (30°.307), (O)
(6o, vo) = (60°.60°), D) (o. o) = (90°.90°).

best for MUSIC in this experimental setting. Similar results are
obtained for MV.

As shown in Fig. 6(2), the WWG spectrum obtained in cases
with multiple sources tends to exhibit bothersome ripple-like
peaks. These peaks can increase false detection of sources,
thereby rendering an inaccurate estimation of the number of
sources. Estimation of the number of sources is an important
problem. However, no good method exists to solve that problem
when N, > A, Investigation of this problem is continuing, but
estimation of the number of sources is beyond the scope of this
paper.

C. Source Detection Rate

Next, the SDR described in Section IV-Al is examined to
evaluate DOA estimation performance quantitatively. In addi-
tion to the two-dimensional (azimuth and elevation) case, a one-

dimensional case (azimuth only) is examined here. The number
of sources N, is set from one to five; 1000 sets of source direc-
tions are used for each V. Speech data set Data (B) is used for
the source signals and the required number of samples is taken
sequentially from the data set. The samples are rotated after the
last sample is taken.

Spatial spectra used for DOA detection are calculated in the
specified angular range corresponding to a one-dimensional
case or two-dimensional case. For detecting the DOAs, we
assume that the number of sources IV, is known, as stated in
Section 1V-A1l and that the highest IV, peaks are selected from
the spectra. The detected N, peak directions are compared
to the true N, source directions. The detected peak that is
nearest to each true direction is marked as the corresponding
detected peak of the true source. We use the permissible error
to validate the correspondence. Correspondence is regarded as
valid when the difference between the true source direction and
the corresponding detected peak is smaller than the permissible
error. Then, we regard the detection as being successful when
all true sources have valid corresponding peaks in a one-to-one
relation. We regard it as being failed if one or more true sources
have no valid corresponding peak. The resultant SDR is ob-
tained as a function of the permissible error.

1) One-Dimensional Case (SDR in Azimuth Only): First, we
conducted an SDR evaluation for the azimuth-only case. Direc-
tions of each source set are generated randomly to distribute
them uniformly in the range of —85° < 6 < 85°. The eleva-
tion angles of all sources are set as ¢ = 0°, where each angular
distance between sources is restricted to be larger than 10°. Spa-
tial spectra used for DOA detection are calculated in the angular
range of —90° < 0 < 90° with 1° step at p = 0°.

The obtained result is shown in Fig. 7. That figure illustrates
a case in which SNR = 10 dB. Regarding the WWG perfor-
mance, we calculated the SDR with (8.~) = (0.75,3). This
figure comprises five panels that correspond to the number of
sound sources IV,.

As shown in Fig. 7, an SDR of almost 100% is attained
when Ny = 1 by GCC-1, GCC-2, and WWG at the
permissible error = 10°. However, the SDRs of MV and
MUSIC when N, = 1 are degraded by about 95% because MV
and MUSIC spatial spectra exhibit broad peaks in cases where
the true source is located far from the front direction, e.g., at
greater than 80° or at less than —80°. The peak maximum
does not exist within the scanning range in those cases. For
the increase of IV, the performance of all methods degrades.
When N, = 2, the degradation of the three cross-correla-
tion-based methods is large and that of OCC is particularly
large. On the other hand, performance degradations of MV and
MUSIC at the permissible error = 10° are about 22%, and
that of WWG is less than 4% in the case of N, = 2. When
N; > 3, the performance difference between WWG and the
other methods becomes larger and WWG remains to exhibit
the highest performance. When Ny = 3, the respective SDR
of WWG, MV and MUSIC at the permissible error = 10° are
84%, 46% and 45%. The performance superiority of WWG
is more remarkable when N, > 4. These results indicate that
WWG attains much better performance than the other methods,
despite the increase of sound sources.
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Fig. 6. Spatial spectra obtained using the three methods. (1) One sound source. (2) Two sound sources. (3) Three sound sources.

TABLE Il
DIRECTION OF SOUND SOURCES

N Direction (azimuth, elevation)

" 7| Source | (a-1) | Source 2 (a-2) | Source 3 (b-1)
| (207 40™) - -

2 (20° 407 (20°.-407) -

3 (20°.40%) (20°.-40°) (-10°.-40%)

2) Two-Dimensional Case: Next, the SDR in the 2-D case is
examined. The angular range of the source directions that were
randomly generated is setas ~85° < ¢ < 85° and —=85° < ¢ <
85°, where every angular distance between sources is restricted

to be larger than 10°. Spatial spectra used for DOA detection
are calculated in the angular range of —90° < £ < 90° and
—90° < ¢ < 90° with 2° step. The result at SNR = 10 dB
is shown in Fig. 8. As in the one-dimensional case, (8.7) =
{0.75.3) is used to calculate WWG spectra.

As shown in this figure, SDRs larger than 93% are attained
by MUSIC, MV, and WWG when N, = 1 at the permissible
error= 10°. However, the SDRs of the three cross-correlation-
based methods are degraded and that of GCC-1 is particularly
low even in the case where N, = 1. The SDR degradation of
GCC-1 arises from the fact that the amplitude difference be-
tween the two microphones is omitted through normalization
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by |G, .1 (d)], as shown in (42). Resolution in the elevation
angle is lost by this normalization. For the increase of N, the
performance of all methods degrades as NV, increases. When
N, = 2, the SDR of MUSIC is decreased to about 35% when
the permissible error= 10°. Those of OCC, GCC-1, and GCC-2
become less than 5%. Nevertheless, the performance degrada-
tions of WWG and MV in the case of N, = 2 are small. When
N, > 3, the SDR of MUSIC decreases rapidly as V; increases,
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Fig. 8. Source detection rate (SDR) versus permissible error in the two-dimen-
sional case at SNR = 10 dB. (1) One source. (2) Two sources. (3) Three sources.
(4) Four sources. (5) Five sources.

in contrast to the result of WWG. The result of MV is interme-
diate between MUSIC and WWG. When NV, = 3, the respective
SDR of WWG, MV, and MUSIC at the permissible error = 10°
are 60%, 43%, and 4%.

Similarly to the one-dimensional case described in the pre-
vious Section V-CI1, the results described above for the two-di-
mensional case again indicate that the proposed method is much
more robust to the increase of sound sources than are other
methods with which it was compared here.
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D. DOA Accuracy

Finally, to examine accuracy of the peak position, we calculate
the root mean squared error (RMSE) of the angular distance be-
tween the peak direction and its true direction. The same spatial
spectra obtained in the previous Section V-C2 of SDR measure-
ment with the two-dimensional case are used for this evaluation.
Only the pairs of the true peak direction and its corresponding
peaks that resulted from successful detection are taken into ac-
count. The calculated results are shown as a function of the per-
missible error, as was done previously for the SDR evaluation.

The obtained results at SNR = 10 dB are shown in Figs. 9
and 10. These figures, respectively, illustrate the RMSE versus
the permissible error in azimuth and in the elevation angle. We
display the result only when the number of successful detec-
tions is greater than 5% (50 samples) of the number of all trials.
Thereby, we avoid inclusion of less reliable data of the small
samples used for calculating the RMSE.

Regarding the estimation of the azimuth’s angle, Fig. 9
shows that the RMSEs of GCC-1 and GCC-2 are lower than
those obtained by the other methods when N, = 1 at the
permissible error < 12° [Fig. 9(1)]. These values increase
mostly in proportion to the permissible error. In contrast, the
RMSEs of WWG, MV and MUSIC are greater than those of
GCC-1 and GCC-2 when the permissible error < 12°, but they
remain lower than 4° even when the permissive error > 12°,

In the case of Ny = 2, as shown in Fig. 9(2), the results of
OCC and GCC-1 are not displayed because OCC and GCC-1
had lower SDR than 5% for all permissible errors and GCC-2
did so when the permissible error < 10°. In this case, we
observe that the performance of MUSIC and GCC-2 degrades,
whereas those of WWG and MV remain almost unchanged
compared to the case of N; = 1. When N, = 3 and 4, as
shown in Fig. 9(3) and (4), only WWG and MV have sufficient
successive detections for display. We observe that RMSE of
WWG remains lower than that of MV and is mostly unchanged
through increase of V.

In the case of estimating the elevation angle, we can observe
a similar tendency to those of results of azimuth estimation, as
shown in Fig. 10. Both WWG and MV have similar RMSEs that
are lower than those of azimuth estimation. In consideration of
the results of SDR measurement and RMSE measurement, we
can confirm that WWG achieves the highest SDR and accuracy
simultaneously among the methods that were compared in mul-
tiple source environments.

E. Angular Resolution

In this analysis, we investigate the angular resolution of
WWG. We assume that the two sources that have equal power
are present near the direction of (0°, 0°); we further assume that
the source signals are taken from data set Data (A). The SNR
was set 1o 20 dB. We calculate the spatial spectra in the case in
which one (source-a) of the two sources is fixed at d, = (0°.0°)
and the other source (source-b) changes its direction near (0°,
0°) with a 2° step to find the minimum angular resolution. We
denote the direction of source-b as dy, = (0p. ).

First, we show results obtained when the direction of source-b
is changed along the azimuthal axis while its elevation angle is
fixed as 0°. The spatial spectrum of GCC-2, WWG, MUSIC,
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Fig. 9. RMSE in azimuth angle versus permissible error. (1) One source. (2)
Two sources. (3) Three sources. (4) Four sources. (5) Five sources.

and MV along the azimuthal axis (elevation = 0°) is shown
in Fig. 1]1. Four panels at the left side of Fig. 11 comrespond
to this case. The displayed spatial spectra are shifted along the
vertical axis as the azimuth of source-b shifts. The arrows indi-
cate the source directions. As shown in that figure, the WWG
spectra peaks corresponding to the two sources are distinguish-
able when the angular distance between the sources is greater
than 4°. Therefore, we infer that the minimum angular resolu-
tion of WWG along the azimuthal axis is about 3°. Similarly,
that of MV is inferred from the measurement to be about 5° in
this setup.
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Fig. 10. RMSE in elevation angle versus permissible error. (1) One source. (2)
Two sources. (3) Three sources. (4) Four sources. (5) Five sources.

Next, we show the results obtained when the direction of
source-b changes along the elevation axis, while its azimuth
is fixed at 0°. The spatial spectrum along the elevation axis
(azimuth = 0°) is shown in the four panels at the right side
of Fig. 11. As shown in that figure, the minimum angular reso-
lution of WWG along the elevation axis is about 8°; that of MV
is about 10°. We observe that GCC-2 has no resolution in the
range of this examination and that the resolution of MUSIC is
also low, particularly in the elevation angle.
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Fig. 11. Angular resolution in azimuth and elevation angle.

We note that bias error is observed in MV and MUSIC
spectra, whereas that in WWG spectra appears to be very small.
Moreover, we observe that MV spectra exhibit peaks of the two
sources with different height, although the two sources have
equal power. This phenomenon coincides to the 2-D spatial
spectra of MV, as shown in Fig. 6(2) and Fig. 6(3); it seems to
degrade the MV performance.

The results described above verify that the minimum angular
resolution of the azimuthal axis in this setup is higher than that
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of the elevation axis for all methods and that WWG has the
highest resolution in both axes.

VI. CONCLUSION

This study proposed a new method of DOA estimation using
two directional microphones based on the weighted Wiener
gain. A circular symmetry arrangement using two directional
microphones was also proposed to enable estimation not
only of azimuth, but of elevation angle. We compared the
performance in terms of source detection rates and detection
accuracy with the three equivalents to the methods based on
the cross-correlation function and the popular high-resolution
methods of MUSIC and MV. Results show that, although the
respective performances of both the cross-correlation based
methods and the high-resolution methods degrade remarkably
with more than two sources, the performance degradation of
the proposed method is moderate and a detection rate of 84%
in the azimuth-only case and 60% in the two-dimensional case
were attained at the permissible ertor = 10°, even in cases
where actual background noise with SNR = 10 dB and three
sources are present. These results demonstrate the superiority
of the proposed method over other methods, particularly in
adverse conditions where sound sources are more numerous
than microphones. Although the number of detectable sources
is increased by the proposed method, determination of the
number of sources remains as an important problem. We are
continuing our examination of this problem.
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