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Abstract—This paper addresses the problem of direction-of-ar-
rival (DOA) estimation both in azimuthal and elevation angle
from binaural sound that is processed with a head-related transfer
function (HRTF). Previously, we proposed a weighted Wiener
gain (WWG) method for two-dimensional DOA estimation with
two-directional microphones. However, for signals processed with
HRTFs, peaks in the spatial spectra of WWG indicating true
sources can mingle with spurious:peaks. To resolve this situation,
we propose to apply incremental source attenuation (ISA) in com-
bination with WWG. In fact, ISA reduces spectral components
originating from specified sound sources and thereby improves
the localization accuracy of thé next targeted source in the pro-
posed incremental estimation procedure. We conduct computer
simulations using directional microphones and four HRTTF sets
corresponding to four individuals. The proposed method is com-
pared to two DOA estimation methods that are equivalent to two
generalized cross-correlation functions and two high-resolution
methods of multiple signal classification (MUSIC) and minimum
variance method. For comparison purposes, we introduce binary
coherence detection (BCD) to high-resolution methods for em-
phasizing valid spectral components for localization in multiple
source conditions. Evaluation results demonstrate that, although
MUSIC with BCD yield comparable performance to that of WWG
in conditions where single speech source exists, WWG with ISA
surpasses the other methods in conditions including two or three
speech sources.

Index Terms—Binaural, coherence detection, direction-of-ar-
rival (DOA) estimation, elevation, head-related transfer function
(HRTF), incremental source attenuation, minimum variance
(MYV), multiple signal classification (MUSIC), Wiener gain.

I. INTRODUCTION

IRECTION-OF-ARRIVAL (DOA) estimation of concur-
D rent multiple sound sources with two-channel input sig-
nals is a challenging task. Although many methods have been
proposed, such as binaural models and a two-channel version
of array signal processing (e.g., [1]-[3]), the two-channel tech-
nique remains atiractive.
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Regarding binaural models, several methods are useful in
multiple source environments (e.g., [4]-[8]). Among those, the
localization possibility of up to five or six speech sources was
reported in [6] and [7]. Liu ¢z al. [6] used a coincidence model
by Jeffress for localization, but the additional “stencil filter”
reduced the phase ambiguities in high-frequency components to
improve estimation accuracy. Faller ef al. [7] proposed binary
selection of spectral components for extracting binaural cues
of interaural time difference (ITD) and interaural level differ-
ence (ILD) based on interaural coherence (IC). On the other
hand, Braasch introduced subtraction on the cross-correlation
function [8] to account for humans’ ability to localize two
concurrent broadband noises. This idea resembles spectral sub-

‘traction on the cross-spectrum [9], which has been developed

for speech enhancement. These methods are evaluated mostly in
azimuth-only estimation; simultaneous estimation of elevation
and azimuth has been described only rarely. Two-dimensional
(azimuth-elevation) estimation seems to be challenging and
interesting in binaural localization.

Regarding engineering array signal processing, high-resolu-
tion methods such as multiple signal classification (MUSIC)
[10] and minimum variance (MV) method [11] are popular for
use in DOA estimation. For those methods, the number of de-
tectable sources is usually one for two-channel systems. Never-
theless, the limitation is eased when sources radiate speech be-
cause of the sparseness of the time-frequency (TF) structure of
the speech spectrum. Mohan et al. [12] proposed binary coher-
ence detection to use the sparseness of the TF structure actively
for selecting spectral components dominated by a single source.
Mohan’s coherence detection is equivalent to Faller’s binary
selection. Mohan et al. also described an alternative method
using the ratio of the eigenvalues for coherence detection. Prior
measured head related transfer functions (HRTFs) are useful as
steering vectors that are necessary to yield a spatial spectrum
over the search area of interest to apply these methods to two-
channel observations filtered using HRTFs. Although two-di-
mensional estimation is considered possible using the HRTF-
based steering vector, performance evaluations of such cases are
inadequate.

In contrast to the binary selection of valid spectral com-
ponents described above, we use a method of emphasizing
such a component using weighting functions. For this ap-
proach, we have proposed introduction of two-channel spectral
subtraction. (2chSS) [13], followed by noise whitening, into
speech enhancement and DOA estimation [14], [15]. In fact,
2chSS is the two-channel version of spectral subtraction [16],
but it is applicable to nonstationary noise environments. Two
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spectral weighting functions corresponding to 2chSS and noise
whitening are combined with a cross-spectrum to yield an accu-
rate estimator of the Wiener gain for the desired signal arriving
from the look direction. We designate this estimator as the
weighted Wiener gain (WWG). We reported two-dimensional
localization exploiting two-directional microphones in [15].

However, our experience has shown that our method, simi-
larly to high-resolution methods, deteriorates when the systems
are applied to HRTF-filtered signals in multiple-source envi-
ronments, mainly because the ILD of the HRTF is small in the
frontal vertical plane and in its nearby directions. The small ILD
provides low angular resolution in elevation around these direc-
tions. Furthermore, WWG-based methods suffer from spurious
peaks arising from the complex directional-frequency structure
of HRTFs. We propose incremental source attenuation (ISA)
for application to WWG in this paper to address these prob-
lems. The ISA attenuates spectral components originating from
sources located in specified directions. The attenuation is at-
tained using a newly introduced weighting function. During the
estimation process, the first-source direction is estimated using
the original WWG without ISA. Next, the second source’s di-
rection is estimated using WWG from spectra with which the
first source contribution is reduced by ISA. The only maximum
peak on the spatial spectrum is regarded as the source peak
in each estimation step. Third source estimation is facilitated
by spectra that have a.reduced contribution of the first and the
second sources. Similarly, the fourth and greater sources’ re-
spective DOAs are estimated using WWG with ISA.

For evaluating the localization performance, we compare the
proposed method to the equivalents of two generalized cross
correlation functions (GCCs) and two high-resolution methods
of MUSIC and MV. Taking into account the fact that the spec-
tral components contributed by multiple sources do not pro-
vide proper source directions in these high-resolution methods
with two-channel input, we introduce Mohan’s binary selec-
tion of spectral components. The ratio of the eigenvalues of
the input correlation matrix is used for this purpose. We carry
out the evaluation with a measured HRTF to simulate cases in
which HRTF-filtered observations are assumed. Such a mea-
sured HRTF is applicable to, for example, DOA estimation in
a robot system, where the incident signals are altered by the
robot’s body, as reported in [17].

The remainder of this paper is organized as follows.
Section II presents a summary of DOA estimation based on
WWG. Section III describes the proposed method based on
WWG with ISA. Section IV presents an explanation of the ex-
perimental setup for evaluation. Section V describes evaluation
of the proposed method compared to MUSIC, MV, and two
GCCs. Finally, Section VI summarizes the conclusions reached
through this study.

II. DOA ESTIMATION BASED ON WWG

We present a summary of DOA estimation based on WWG,
considering HRTF filtered signals. Please see [15] for derivation
of the original WWG.
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A. Auto Gain Control With Weighted Wiener Gain

We assume that two microphones are placed in a noisy envi-
ronment. The incident sound from direction d, is transformed
by an HRTF and is received at the microphones. We desig-
nate the L-channel and R-channel HRTFs, respectively, corre-
sponding to direction ds as Hy x(ds) and Hy r(d,), where k
is the frequency bin number of the discrete Fourier transform
(DFT). Let the DFT of the signals received at the microphones
be

XO,n,k = Sn,ka,k(ds) + Nm,'n,,k

YO,n,k = Sn,kHy,k.(ds) + N, n,ky (])

where Xo ,, 1 and Yo 5, i, respectively, denote the DFT of the
observed signals at the microphones for the frame n and the
kth frequency bin; S, denotes the DFT of the source signal,
and Ny, ,  and N, ,, 1, respectively, denote those of the noises
received at respective microphones.

When d; is known and the microphone signals are compen-
sated so that the source signal component in each channel is
identical, the compensated DFT of each microphone signal is
obtained as

Xn,k(ds) = Sn,k + Nm,n,k/Ha:,k(ds)

Yn,k(ds) = S’n,k + N, ,n,k/Hy,k(ds)- (2)

Consider the case in which the average of the compensated
signals Z,, x(ds) = [Xn,k(ds)+Yn x(ds)]/2 is multiplied using
a scalar gain «,,(d,) for approximating the source signal con-
tained in Z, x(d,) as

~

Sn,k = Zn,k(ds)an(ds)- (3)

Gain o, (ds) is obtainable as a weighted least-squares solution
to minimize the following cost function, assuming that gain
a,(ds) and weighting function ¥,, ,(d,) are constant within the
period of time-averaging, as-

J (an(ds)) - Z |Zn,k(ds)an(ds) - Sn,kl2 \I’n,k(ds) (4)
k

where () denotes time-averaging. The weighted version of the
Wiener gain is obtained as

— Zk Gss,n,kmn,k(ds)
Zk Gzz,n,k:(ds)\pn’k(ds)

where Gss i = |Snk|? and G, o x(ds) = |Zn k(ds)|?, re-
spectively, signify the power spectra of the desired signal and
the primary signal.

If the background noise is uncorrelated between chan-
nels, G55 in (5) can be replaced by the cross spectrum
Gy, k(ds) = X} 1(ds)Yn k(ds), in which (*) signifies opera-
tion of the complex conjugate. Thereby, we introduce a positive
constant 3 to control the effect of the weighting function and
rewrite (5) as

an(ds) ()

_ X Re[Gayni(ds)] U7, 1 (ds)

an(dS) =
Ek Gzz,n,k(ds)qjgvk(ds)

©)
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Parameters 5 were determined empirically. We assume that
U, x(ds) has a real value. The imaginary part of Goy 5 x(ds)
can be ignored because the signals that come from the direction
d, are assumed to be identical among channels by spectral com-
pensation. We intended for the weighting function ¥,, (d;) to
whiten the noise components to reduce them with the averaging
along frequency bin k. To that end, we chose U, »(d;) to
approximate the inverse of the noise spectrum as

\Iln,k(ds) = 1/Gdd,n,k(ds)
Gaan i (ds) =|Xn 1(ds) — Yo r(ds)]?

)
®

because it is difficult to estimate the noise spectrum directly
from observations.

B. 2chSS-Based Weighting Function

In addition to averaging with whitening, we introduced a
2chSS-based weighting function for reducing correlated noise
components in Gay n x(ds). In fact, 2chSS is a modification
of the Griffiths—Jim generalized sidelobe canceller (GSC)
[18]. Whereas GSC estimates a transfer function between the
reference and the primary signal, 2chSS estimates the imag-
inary transfer function between the power spectra of the two
signals. This imaginary transfer function is a set of real-valued
coefficients called compensation coefficients. The reference
signal is assumed to contain only the noise component that
is usually obtained as the differenced signal between the two
input signals.

In our arrangement, the primary power spectrum corresponds
t0 |Gy n,k(ds)| and the reference power spectrum corresponds
t0 Gya,nk(ds). To allow these correspondences, we modified
2chSS, as

Gss,n, ke = 02X |Gy n i (ds)| = YGda,n,k(ds) /Vn,k(ds), 0]
= |Gzy,n,k(ds)| <I>n,k,",’(ds) )]
'YGdd,n,k(dS)/Vn,k(dS) 0]
|Gmy,n,k(ds)|) ’

D, k,(ds)=max |1— (10)

In those equations, C:'ss,n,k is an estimate of the desired power
spectrum, <y is a positive constant to control the strength of
the subtraction, v, x(d,) is the compensation coefficient, and
&, k,-(ds) is the resultant 2chSS-based weighting function. The
value of this function is restricted to be varied from 0 to 1
using the “max” operation. We use the compensation coefficient
Unk(ds) = 1 for all k£ and d, in DOA estimation because we
cannot expect precise estimation of this value in multiple source
conditions or in the case where the noise duration is short for es-
timation. For details related to calculation of the compensation
coefficient for speech enhancement, see [13] and [14].

The WWG corresponding to direction d; is the total gain that
is obtained by multiplying (6) by (10) as

> Re [Gaoymn k(@) U8 | (de)®r i (ds)

pu(ds) =
3k Gz V7 1(de)

(11

Parameters 3 and -y were determined empirically. In fact, WWG
is the estimate of broadband signal-to-signal+noise ratio. There-
fore, WWG can be regarded as a degree of existence of the signal
arriving from the look direction. Speech enhancement based on
auto gain control (AGC)-using WWG is performed using

~

Sn,k = Zn,k(ds)pn(ds)‘ (12)

We note that the inversion of HRTF in (2) can impart an ad-
verse effect on estimating WWG. Deep notches that are gener-
ally observable in the high-frequency region of HRTFs are of
particular concern. However, we use a limited frequency range
for investigation, as described later; this range does not contain
such deep notches in the HRTFs that we used for the examina-
tion. Therefore, we do not take particular processing to avoid
this effect here.

C. DOA Estimation Based on WWG

Next, consider the case in which d is unknown and the input
signals are compensated as if an imaginary source is presented
in the look direction d. We designate the directional pattern ob-
tained by pn(d) by changing the look direction d as the WWG
spatial spectrum. Actually, p,(d) takes a large value when the
compensated signals are identical betweén channels. Therefore,
pn(d) vsually has a peak at d = d,. Consequently, we can es-
timate source directions using peak picking. The time-averaged
spatial spectrum based on WWG is obtainable-as p,(d). How-
ever, we instead use

Yk Re[Gay,ni(d)] U2 4 (d)®pk,(d)

Swwald) = Y G P (d)
sk zzynak n,k

(13)

to emphasize the time frames that have larger power. We use
(13) in the evaluation. We note that a WWG calculation with
reduced computation is possible [15].

III. WWG WITH INCREMENTAL SOURCE ATTENUATION

In this section, we propose a new method to improve the lo-
calization performance of WWG in the presence of multiple
sources. For simiplicity, in this section, we describe equations
omitting the frame number 7.

First, we let the direction located by the maximum peak on
Swwa(d) be

d, = arg [mgx Swwc;(d)] . (14)

We regard the source indicated by this direction as a first found
source because of the observation that the maximum peak rep-
resents a correct source direction with high certainty, even in a
multiple-source environment, as shown in the experiments.
Next, we reduce the spectral components in the input spectra
that are contributed by the first source. We expect that this reduc-
tion raises the second source’s peak, mingled among spurious
peaks generated by the first source. Considering the fact that a
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2chSS-based weighting function @ .,(d;) approximately rep-
resents the signal-to-signal+noise ratio of signal arriving from
direction d; and that ®; (d;) varies from O to 1, then

Gaax(d1)
|Gy, (d1)]

is considered to be suitable as a weighting function for reducing
the peak at d; in place of noise. Because the above constant -y
has no effect when (15) is used as a weighting function, we omit
« in (15) and modify it as

Gaa,r(dr) 1]
[Gey () |

We use the “min” operator to restrict the function to work as an
attenuator.

Next, we propose a new version of the WWG spectrum by
integrating the above weighting function as

1— &5 (dy) =7 (15)

Tr(d;) = min [ (16)

3 iRe [Gay k(D] VE (d) Pr () T (dr)
Sk Gozn b U (DT (1)
where p is the constant to control the attenuation. We let the di-

rection located by the maximum peak on the new spatial spec-
trum Swwa-1sa(d, d1) be

Swwa-1sa(d,di)=

dy = arg [mg,x Swwa-1sa(d, dl)] . (18)

We regard this direction as the second found source. We can
locate the third and greater sources by applying this process until
we reach the assumed number of sources. The spatial spectrum
for estimating N'th source (N > 2) and the direction of the N'th
source are expressed, respectively, as

Swwa-1sa(d,di,da,...,dy_1)

_ 2k Re[Gayi(d)] Wﬂ(d)q’kn(d) T10 " T (d:) (19)
Yk Gz VR [T Th(d)
dy = arg m(?-XSWWG—ISA(da di,-- -adN—l)] . QO

IV. EXPERIMENTAL SETUP

A. Methods for Comparison

For comparative evaluation among methods, we describe two
kinds of GCC [19] and two high-resolution methods: MUSIC
and MV. We assign “GCC-PHAT” to an equivalent to GCC with
the amplitude spectrum whitened by |Gzy n,k(d)|. The time-
averaged spatial spectrum of GCC-PHAT is calculated as

SGCC—PHAT(d) = ZRe [Ga:y,'n,,k(d)] / |Gzy,n,k(d)|- (21)
k
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In addition, “GCC-ML” is assigned to an equivalent to GCC
with the amplitude spectrum whitened by the weighting func-
tion T'x(d) shown below, as

2
n,k

Fni(d) = 5 2)
(1= C) IGeyma(@)
nk —|W:cynk| / zznkWyynk) (23)
where Q%,k is the squared coherence function between

L-channel and R-channel. The weighting function I', x(d)
is intended to minimize the uncorrelated noise power between
channels [19]. We calculate the time-averaged spatial spectrum
of this method as the following:

=" Re[Guy,n(d)] Tn i (d).

k

Sacc-mw(d) (24)

For MUSIC and MV, we introduce the binary selection of
spectral components based on coherence detection (CD), as de-
scribed in Section I. We average the spatial spectra both on the
frequency axis and over time as

1
S _ d) = .,k |
Music-cp(d) zk:T k108 (Uk(d) *En o EX kUk(d))

(25)
Tn,k -
_ = ! 2
Siwv-co(®) =D G 1G5 R, ) 0
Waznk W
Rnk = [ o ”’"’k]
Wwy,n,k yy,n,k
B |:XO,n,kX*6,n,k XO,n,kYék,n,k] (27)
Yok Xonr YounkYsnr
Ur(d) ={Hzm k) Hynk} (28)
€L.,n,k
ro g = 1, 1f = > Tth 29)
’ 0, else

where R, ; denotes the covariance matrix of the input signal,
E, i denotes the eigenvector corresponding to the smaller
eigenvalue of the eigendecomposition of R, %, ernr and
esn.k, respectively, represent the larger and smaller eigen-
values, and 5, is a constant to determine whether the spectral
component is coherent or not.

It might be possible to replace the observed spectra Wi ..
Wyy,n.k» and Way o, . that are contained in R, x with the com-
pensated versions of Gz k(d), Gyyn,k(d), and Gy » 1 (d),
respectively. The performance of this method is unknown, but
it is unattractive because it requires eigendecomposition of
the compensated covariance matrix for every look direction d.
Therefore, we do not describe this method here.

As an alternative to CD, emphasis of the coherent spectral
components based on the ratio of the larger and smaller eigen-
values, i.e.,

€L,n.k

(30

Tnk =
€S8,n,k
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Fig. 1. Arrangement of directional microphones in rotational symmetry.

is worth mentioning. However, because this method and binary
selection (29) provided similar results in preliminary experi-
ments, we do not describe the method in this paper.

B. Simulation Conditions

For an evaluvation of the DOA estimation performance, we
assume the following two conditions for sound acquisition.

¢ Condition D) Two directional microphones positioned in

a free sound field receive direct sound from sources. We
assume no refiection and no diffraction.

» Condition H) Two omni-directional microphones at the

eardrum acquire incident sound altered by human HRTFs.
The human head is assumed to be set in a free sound field.

Condition D is included to investigate the applicability of the
proposed method not only to an HRTF case but also to a case
using popular directional microphones. Effects of room rever-
beration and reflection are not incorporated in this study. Eval-
uation in such adverse conditions is interesting, but it is beyond
the scope of this study.

1) Condition D: 1In this condition, we assume that each
source sound arrives at the microphones as a plane wave.
Furthermore, two uni-cardioid microphones are assumed for
use. Therefore, the time delay between source signals received
at the L-channel and R-channel and amplitude response of each
source sound at each microphone are incorporated to calculate
the microphone signals.

Fig. 1 shows the arrangement of the directional microphones.
We set the front directions of the microphones to have rotational
symmetry of 180°; we set an inter-microphone distance to 15
cm, the L-channel microphone direction (8,, ©,) to (60°, 60°),
and that of the R-channel to (—60°, —60°).

2) Condition H: We use four sets of individual human
HRTFs for evaluation. We previously measured those HRTFs
in an anechoic chamber. For the HRTF measurement, we
made four precise head figures corresponding to two females
and two males. The head figures were generated from both
three-dimensional data of the ear bone structure obtained using
X-ray computer tomography and data of the head surface shape
measured using a laser scanner. We mounted a binaural micro-
phone (4101; B&K) without a supporting wire at the position of
the eardrum of each head figure. We radiated a time-stretched
pulse (TSP) [20] using a loudspeaker (TD712z; Eclipse) as a
test signal to measure their HRTFs. The distance between the
head figure and the speaker was 1.5 m. The shoulder reflections
do not exist in the measured head-related impulse response
(HRIR) because the head figures have no body under the neck.

Table I shows that the angular range of elevation is —60° <
¢ < 90° with 5° step and that of the azimuth is —180° < 8 <

TABLE |
DIRECTIONS MEASURED FOR HRTF

elevation azimuth step
(=60° < ¢ < 90°)
+90° 360°
+85°, 4+80° 30°
+75°,4-70° 15°
+65°, £60° 10°
—55° — — 4 55° 5°

180°, with steps varied according to the elevation. We denote the
two male HRTFs as (M1) and (M2), and the two female ones as
(F1) and (F2). We have not compensated the speaker and mi-
crophone characteristics because they are flat in the frequency
range used for simulations. Furthermore; we consider that their
effect on localization accuracy is negligible. In the computer
simulation for HRTF cases, the source directions for generating
input signals are chosen randomly from among the measured di-
rections described above. We used linear interpolation of HRTFs
to address unmeasured directions that were necessary to caleu-
late the spatial spectra.

C. Measures for Evaluation

1) Source Detection Rate (SDR): We use the SDR as an eval-
uation measure to examine performance through various source
directions and through various quantities of sources

SDR(MS7 ep) = Ksuccess(M.‘n ep)/‘Ktqtal(Ms)-

@3

In that equation, M is the assumed number of sources, ep is the
permissible error for judging detections as either successful or
failed, Koa1( M) is the number of trials of DOA detection, and
Kiuccess(Ms, €p) is the number of successful trials. For SDR
measurements, the spatial spectra are first calculated using each
DOA method; then the M peaks in the spatial spectra are de-
tected assuming that M, is known a priori. Directions of the
detected peaks are compared to the actual ones. Then, the de-
tection is judged according to that comparison. The permissible
error defines a permissible margin of the angular distance be-
tween the true direction and the detected peak diréction. We use

ep = 5° to exhibit SDR results because the performance differ-
ence among methods is clearly observable around this value, as
presented in [15].

Many sets of source directions are generated randomly to dis-
tribute uniformly in a specified angular range to avoid bias intro-
duced using a specific source direction: Thereafter, the number
of sources M is varied and the detection rates are obtained for
each DOA method and in‘each M. The number of sources M,
is varied from one to three; 1000 sets of souice directions are
generated randomly for each M. They-are commonly used for
each head model in Condition H. Thereby, Kiota1(M,) = 4000
for Condition H, and Ktotal(M ) = 10[]0 for Condition D are
used.

2) Maximum Peak Correct Rate; The WWG-ISA procedure
regards the direction of the maximum peak on the WWG spa-
tial spectrum as a source direction. Consequently, whether the
maximum peak corresponds to ‘the true source or not'is an imipor-
tant consideration, particularly at the stage of estimating the first
source direction. Therefore, we calculate the maximum peak
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TABLE I
ANGULAR RANGES FOR SPATIAL SPECTRUM CALCULATION

Condition-D Condition-H
azimuth- azimuth —90° < 6 < 90° —180° < @ <£180°
only elevation @ =10° p=0°
case step 1° 1°
two- azimuth —90° <€ 9 < 90° —180° < 4 < 180°
dimensional | elevation [ —90° < ¢ < 90° —60° < ¢ <90°
case step 2° 5°
TABLE M1
ANGULAR RANGES FOR SOURCE DIRECTION SETS
Condition-D Condition-H
azimuth- azimuth | —85° <6 <85° | —180° <4 <180°
only elevation p=0° ©p=0°
case min. dist. 10° 10°
two- azimuth | —85° < 9 < 85° | —180° < 0 < 180°
dimensional | elevation | —85° < ¢ < 85° —55° < ¢ < 90°
case min. dist. 10° 10°

correct rate (MCR) as an additional measure to confirm the va-
lidity of the ISA procedure. This measure represents the ability
to estimate the direction of a dominant source in a multiple-
source environment. Therefore, we believe it is useful to reveal
the robustness of the DOA estimation methods.

3) Root Mean Squared Error (RMSE): We additionally cal-
culate the RMSE of the angular distance between the peak direc-
tions and their true directions to investigate the accuracy of the
peak position. The same spatial spectra obtained for SDR mea-
surements are used for this evaluation. Only the pairs of the true
peak direction and its corresponding peaks that resulted from
successful detection are considered. The calculated results are
shown as a function of the permissible error.

D. Analysis Condition

For evaluation, we commonly use a sampling frequency of 48
kHz, FFT of 2048-point length with a Hanning window, a frame
shift of 1024 points, and a frequency band including 260 Hz to 4
kHz for calculating the spatial spectra. The number of averaging
iterations:to estimate spectra Wy, 1, Wyy &, and Wy 1, to 3(85
ms) was determined through preliminary experiments.

Additionally, we set the index of the weighting function §
to 1, the strength of the 2chSS «y to 1, and the parameter for
WWG-ISA p to 1.5 for Condition H. For Condition D, we set
B 1o 0.75, v to 3 and p to 1.2. As the threshold of the binary
selection (29), we used 7, = 300. These values were also de-
termined through preliminary experiments.

For the performance evaluation, we investigated a one-dimen-
sional localization (azimuth only) in addition to the two-dimen-
sional (azimuth and elevation) one. We calculated the spatial
spectrum in an angular range depending on the conditions. They
are presented in Table II. The “step” rows in Table II indicates
the angular step for calculating the spatial spectra. In addition,
Table III summarizes the angular ranges for source directions
to be generated randomly in the evaluation. We restricted every
distance between sources to be larger than 10°, as described in
the “min. dist.” rows in Table III.

In Condition D, directions in the half-sphere of the backside
(—180° < @ < —90° and 90° < 6 < 180°) are excluded
from the evaluation because amplitudes of the incident sounds
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from the back side are- attenuated by the uni-cardioid direc-
tivity. Degraded localization of those sounds spoils the overall
performance. Other types of directivity are useful to avoid this
problem. However, the aim of examining Condition D is not
comparison to the performance in Condition H, but to confirm
the validity of the proposed method also in a case where pop-
ular directional microphones are used. Although performance
differences depending on the microphone directivity are inter-
esting to us, they are beyond the scope of this paper.

E. Speech and Noise Data

We used speech samples uttered by ten males from a Japanese
speech database “ETL-WD I & II,” which was distributed by
the National Institute of Advanced Industrial Science and Tech-
nology (AIST). Because these signals were sampled at 16 kHz,
we converted the sampling frequency to 48 kHz. We concate-
nated the samples of 492 words by each talker and excluded
silent segments based on the short-term signal power from the
concatenated speech signals. Thereby, we obtained ten speech
signals of about 230 s without silence pauses. As background
noise, computer fan noise that radiated simultaneously from
many computers in the experiment room was recorded using
binaural microphones mounted at the position of the eardrum of
the head model (F2). The speech and noise samples described
above are filtered using a 301-point linear phase FIR filter with a
passband of 260 Hz to 4 kHz for ease of adjusting the signal-to-
noise ratio (SNR) in the experiments.

For simulations of localization, the M, speech signals were
chosen from the above ten signals and were assigned to the as-
sumed M sound sources. The assignment of the speech signals
to the sources was changed by each trial of localization. In each
trial of the localization, we used speech and background noise
segments with respective durations of 1 s. They were chosen
randomly from the above ten band-passed speech and noise
samples. In case of multiple source conditions, the amplitude of
each speech segment corresponding to each source is adjusted to
have equal power, i.e., we set all the sources to have equal power
in each simulation. The SNRs in the experiments were specified
as the ratio of this equal power to the background noise power.

V. EVALUATION

A. Spatial Spectra

Before SDR evaluation of the DOA estimation methods, we
present the spatial spectra obtained using WWG and WWG-ISA
to emphasize the change of spectra shape according to the ISA
steps. We assumed two sources (A and B) of equal power: the
direction of source A is (0°, 0°); that of source B is (20°, 50°).

First, we present Fig. 2 to depict the WWG and WWG-ISA
spectra obtained in Condition D at SNR = 10 dB. The displayed
spectra are normalized by the maximum value in each spec-
trum. The true directions are indicated by arrows in the figure.
Fig. 2(1) portrays that the WWG spectrum exhibits two clear
peaks at the true source directions. Source A has the maximum
height in the spectrum. Next, Fig. 2(2) depicts the WWG-ISA
spectrum, which has attenuated contribution of source A. We
can observe that the peak of source A is almost reduced and that
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Fig. 2. WWG and WWG-ISA spatial spectra obtained in Condition D [(1)
WWG spectrum, (2) source A is attenuated by WWG-ISA].

the peak of source B in this figure also indicates the correct di-
rection of source B. We can readily distinguish two source direc-
tions from the ordinal WWG spectrum, as observed in Fig. 2(1).
Therefore, the ISA step is not necessary in this condition.

Subsequently, we show the results obtained in Condition H at
SNR = 10 dB in Fig. 3; HRTF (M1) was used for the calcula-
tion. The true directions are indicated by arrow A and arrow B in
the figure, as in Fig. 2. Fig. 3(1) shows that the WWG spectrum
contains many peaks, in contrast to that obtained in Condition D.
The second highest peak is a spurious peak indicated by arrow
S; and the third peak indicates source B. Nevertheless, the max-
imum peak indicates the true direction of source A. Fig. 3(2)
depicts the WWG-ISA spectrum with the attenuated contribu-
tion of source A. It is apparent that the peak of source A and
accompanying peaks are reduced and that the maximum peak
in this spectrum indicates the correct direction of source B.

B. Localization Performance

Now, SDR, MCR, and RMSE are examined to evaluate lo-
calization performance quantitatively. In addition to the two-di-
mensional (azimuth and elevation) case, a one-dimensional case
(azimuth only) is examined here. However, we do not show
MCR and RMSE results for the one-dimensional case because
they are similar to those of the two-dimensional case.

For the WWG-ISA procedure, the maximum peak is selected
from the spectrum obtained at each step of WWG-ISA using
(19) and (20), and the accumulated M, peak directions are re-
garded as the DOA estimates. For methods other than WWG-
ISA, the highest M, peaks are selected at once from the spec-
trum obtained using each method. The detected M, peak di-
rections are compared to the true M, source directions. The

90
aznmuth (deg.) e\e\l

Fig. 3. WWG and WWG-ISA spectra obtained in Condition H [(1) WWG
spectrum, (2) source A is attenuated by WWG-ISA].

detected peak that is nearest to each true direction is marked
as the corresponding detected peak of the true source. Corre-
spondence is regarded as valid when the difference between
the true source direction and the corresponding detected peak
is smaller than the permissible error. We regard the detection as
successful when all true sources have valid corresponding peaks
in a one-to-one relation.

1) One-Dimensional Case (Condition D): Here, we con-
ducted an evaluation for the azimuth-only case.

First, the SDR results obtained in Condition D are depicted in
Fig. 4. Fig. 4(1) shows that SDRs > 90% is attained when M, =
1 at SNR > 10 dB by all the methods examined. The WWG
is superior to the other methods, particularly at SNR < 5 dB.
Two GCCs deteriorate greatly, although the other methods do
so moderately and WWG-ISA exhibits the highest performance
when M; = 2. The SDRs of MV-CD, MUSIC-CD, WWG,
and WWG-ISA at the SNR = 10 dB are about 85%, 86%,
92%, and 94%, respectively. The superiority of WWG-ISA is
more remarkable for M = 3. The respective SDRs of MV-CD,
MUSIC—CD, WWG, and WWG-ISA at the SNR = 10 dB when
My = 3 are 52%, 49%, 73%, and 78%.

2) One-Dimensional Case (Condition H): Next, Fig. 5 shows
the SDR results obtained in Condition H. This figure shows
that SDRs > 95% are attained when M, = 1-by WWG and
MUSIC-CD at SNR > 5 dB; also, MUSIC-CD is slightly better
than WWG at SNR > 0 dB. When.M; = 2, the two GCCs
and MV-CD deteriorate by less than'35% at SNR = 10 dB,
whereas MUSIC-CD, WWG, and WWG-ISA attain SDRs of
53%, 71%, and 92%, respecuvely The performance degrada—
tion for increased M, is greater than that in Condition D. Nev-
ertheless, WWG-ISA exhibits the highest performance. The su-
periority of WWG-ISA is more remarkable when M, = 3. The
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Fig. 4. SDR versus SNR in one-dimensional case in Condition D (Directional
Microphones) at permissible error (e,) = 5° [(1) single source, (2) two
sources, (3) three sources].

respective SDRs of MUSIC-CD, WWG, and WWG-ISA at the
SNR = 10 dB when M, =3 are 20%, 40%, and 81%.

3) Two-Dimensional Case (Condition D): Next, the SDR,
MCR, and RMSE in a two-dimensional case are examined. The
obtained results in Condition D are depicted, respectively, in
Figs. 6-8. The SDR and MCR results were obtained at e, = 5°
as functions of SNR; the RMSE results were obtained at SNR =
10 dB as functions of e,.

Fig. 6(1) shows that SDRs larger than 90% are attained
by MUSIC-CD, MV-CD, and WWG when M, = 1 at
SNR > 7.5 dB, although the SDRs of two GCCs are very low.
The lowest performance, that of GCC-PHAT, is attributable to
the fact that GCC-PHAT has no angular resolution in elevation
because the amplitude difference between the two channels is
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Fig. 5. SDR versus SNR in a one-dimensional case in Condition H (HRTF)
at permissible error (e,) = 5° [(1) single source, (2) two sources, (3) three
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omitted through normalization by |Gy x(d)|, as expressed
in (21). It is readily apparent that WWG-ISA is superior to the
other methods, but the SDR improvement compared to WWG is
not so great when M, = 2 [Fig. 6(2)]. The respective SDRs of
MV-CD, MUSIC-CD, WWG, and WWG-ISA at SNR = 10dB
when M = 2 are 75%, 67%, 79%, and 85%. The superiority of
WWG-ISA is greater at high SNRs when M, = 3 [Fig. 6(3)].

Next, the MCR results are portrayed in Fig. 7. The MCR
difference between WWG and MUSIC-CD is small; WWG at-
tains its highest MCR at SNR < 5 dB and is comparable to
MUSIC-CD at SNR > 7.5 dB.

The RMSE results are shown in Fig. 8. We display the result
only when the number of successful detections is greater than
50 samples. Thereby, we avoid inclusion of less reliable data of
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Fig. 6. SDR versus SNR in a two-dimensional case in Condition D (Direc-
tional Microphones) at permissible error (e, ) = 5° [(1) single source, (2) two
sources, (3) three sources].

the small samples used for-calculating the RMSE. This figure
shows that the RMSEs of GCC-PHAT and GCC-ML are larger
than those obtained using the other methods. These values in-
crease mostly in relation to the permissible error. These methods
have insufficient successful detections to display all permissive
errors when. M, = 3. By contrast, MUSIC-CD, WWG, and
WWG-ISA have small RMSEs. They are almost constant when
ep > 10°. We can observe that these methods degrade slightly
as M; increases. Their performances in terms of RMSE are al-
most equivalent.

In consideration of the results of SDR, MCR, and RMSE ob-
tained in Condition D, we can confirm that WWG-ISA achieves
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Fig. 7. MCR versus SNR in a two-dimensional case in Condition D (Direc-
tional Microphones) at permissible error (e,) = 5° [(1) two sources, (2) three
sources].

the highest detection rate among the methods that were com-
pared in multiple source environments while retaining detection
accuracy equivalent to high-resolution methods.

4) Two-Dimensional Case (Condition H): We present eval-
uation results for the two-dimensional case in Condition H.
Figs. 9 and 10, respectively, depict SDR and MCR results.
Fig. 9(1) shows that MUSIC-CD and WWG attain SDRs larger
than 90% when M, = 1 at the SNR > 5 dB, whereas the
other methods yield less than 50% at SNR = 5 dB. We can
observe that WWG-ISA is far superior to the other methods
when M, > 2 [Fig. 9(2)]. The respective SDRs of MUSIC-CD,
WWG, and WWG-ISA at SNR = 10 dB when M; = 2
are 27%, 48%, and 90%. Regarding the MCR performance,
similar results to those in Condition D are obtained for WWG
and MUSIC-CD, but the MV-CD performance is degraded
compared to that in Condition D.

Subseéquently, the RMSE results are displayed in Fig. 11.
This figure shows that the RMSEs of GCC-PHAT, GCC-ML,
and MV-CD are larger than those obtained using the other
methods and degrade greatly through an increase of M,. In
contrast to those methods, the RMSEs of MUSIC-CD, WWG
and WWG-ISA are small and degradation through the increase
of M, -is moderate. We can observe that WWG-ISA has the
smallest RMSEs among the methods when M, = 2 ate, > 15°
and when M, = 3 ate, > 10°.

The results obtained for the two-dimensional case in Condi-
tion H demonstrate that the proposed WWG-ISA method. has
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higher accuracy and much more robustness to the increase of
sound sources than the other compared methods do. We con-
firmed that WWG-ISA can attain high performance in two-di-
mensional localization of multiple sound sources for the case in
which the incident signals are altered by HRTFs.

C. Detailed Investigation for Condition H

In this section, we further investigate the SDR performance
in Condition H. For detailed investigation, we also examine the
dependency of SDR on the source separation and their absolute
directions when two concurrent sources are present. We omit
presentation of the results of the two GCC methods because no
result worth noting was obtained.
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1) Random Source Direction in Elevation-Only: First, we
examine the SDR performance of the elevation-only case, in
which source directions are generated randomly in the frontal
vertical plane. The angular range for source elevation is from
—55° t090°; and that for estimating spatial spectra is from —60°
to 90° with step of 1°. The frontal directions (# = 0°) and
backward directions (# = 180°) were unified and treated as
one region. Therefore, the results include front-back confusions.
The other conditions for simulation are the same as those of the
azimuth-only case.

Fig. 12 shows the results obtained. As displayed in this figure,
the overall tendency resembles that of the azimuth-only case
described in Section V-B.2 (Fig. 5). The SDRs of WWG and
WWG-ISA in multiple source conditions are lower than those in
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Fig. 10. MCR versus SNR in a two-dimensional case in Condition H (HRTF)
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the azimuth-only case. In this case also, WWG-ISA outperforms
the other methods.

2) Dependency on Source Separation and Absolute Location:
Next, we examine the dependence of SDR on the source sepa-
ration and their absolute directions. We calculate SDRs when
two sources (source A and source B) are present at two dif-
ferent directions, maintaining constant angular separation of ¢.
Here, SDR measurements of two kinds are performed. One is
the azimuth-only case, in which source A is setat (64, ¢ 4) and
source B is setat (04 + ¢, p4) varying 0 4 with fixed ¢ 4 and ¢.
The other is the elevation-only case, in which source A is set at
(04,p.4) and source B is set at (04,4 + ¢) varying ¢ 4 with
fixed 64 and ¢. The total number of trials for each varied di-
rection of 6 4 or 4 is 1200. Only the signal content is changed
from trial to trial. We note that the resultant SDR curves were
almost unchanged by varying the number of trials from 600 to
1200 in the preliminary experiment.

Fig. 13 shows the results obtained in the azimuth-only case
where 04 was varied from —180° to 180° with a step of 5°
with ¢4 = 0° and source separation ¢ = 5°. The SNR was
set to 10 dB. The results are shown as a function of 4. We
observe that SDRs of all the method degrade at azimuth around
f = £90°. This degradation corresponds to the fact that ITD
is almost constant around this azimuth and that the resolution
along azimuth becomes low. We note that the results obtained
when the source separations were ¢ = 10° and 20° also have
such degradation around § = +90°, but the degradation is less
than those at ¢ = 5°.
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Fig. 11. RMSE versus permissible error in a two-dimensional case in Condi-
tion H (HRTF) at SNR = 10 dB [(1) single source, (2) two sources, (3) three
sources].

Finally, Figs. 14 and 15 show the results obtained in the ele-
vation-only case where elevation ¢ 4 was varied from —55° to
90° with step of 5° with source separation ¢ = 5°. The SNR
was set to 10 dB. The results are shown as a function of ¢ 4.
Fig. 14 corresponds to the case in which the azimuth 6 4 is fixed
to 0° and Fig. 15 corresponds to 90°.

We observe that WWG, MUSIC-CD, and MV-CD tend to
exhibit higher performances as ¢ 4 gets closer to 0° when 64 =
0° (Fig. 14), whereas those when 64 = 90° (Fig. 15) exhibit
lower performances as the elevation approaches 0°. We note
that this tendency is weaker when the source separations were
¢ = 10° and 20° in both cases of § 4 = 0° and 4 = 90°. These
results indicate that the angular resolutions along the elevation
of these three methods are higher around elevation = 0° in the
frontal vertical plane, but are lower when 6,4 = 90°.

On the other hand, WWG-ISA exhibits high SDRs in most
elevations. This result demonstrates that WWG-ISA can reduce
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degradation arising from the limited resolution of WWG. We
note that degradations of WWG-ISA down to about 70% in
some elevations are observable when # 4 = +180° (Fig. 14, left
half). Those degradations are mainly attributable to the result
obtained using the head model (M2) which has many front-back
errors in these elevations when 8,4 = 1180°. It is interesting
to examine a smaller separation than 5°, but HRTFs measured
using smaller angular steps are necessary for evaluation.

VI. CONCLUSION

This paper presented a new method of two-dimensional
DOA estimation for an incident signal affected by HRTFs. The
proposed method is based on the procedure designated as incre-
mental source attenuation applied to the weighted Wiener gain.
We compared the performance in terms of source detection
rates, maximum peak correct rates, and root mean squared error
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Fig. 13. SDR versus azimuth (8 4) in a one-dimensional case (azimuth-only)
in Condition H (HRTF) at permissible error (e,) = 5°, SNR = 10 dB, angular
separation in azimuth ¢ = 5°, elevation ¢4 = 0°.
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Fig. 14. SDR versus elevation (i 4 ) in a one-dimensional case (elevation-only)
in Condition H (HRTF) at permissible error (e,) = 5°, SNR = 10 dB, angular
separation ¢ = 5°, azimuth € 4, = 0°, £180°.

with the two equivalents to the generalized cross correlation
function and to the popular high-resolution methods of MUSIC
and MV with coherence detection. Results show that, although
the respective performances-of both the generalized cross
correlation functions and the high-resolution methods degrade
remarkably with more than two sources in the condition when
filtering by HRTFs alters the spectral content of the incident
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signal, the performance degradation of the proposed method
is small and detection rates are 92% in the azimuth-only case,
90% in the elevation-only case, and 90% in the two-dimensional
case at the permissible error = 5°, even in cases where the
actual background noise with SNR = 10 dB and two sources
are present. Furthermore, the proposed method attained the
highest detection accuracy among the methods examined, as
indicated by the results of the root mean squared error. These
results demonstrate the superiority of the proposed method over
other methods, particularly in adverse conditions with multiple
sound sources. Although the number of detectable sources is
increased by the proposed method, the determination of the
number of sources remains as an important problem. We are
considering the use of the maximum peak’s height obtained at
each step of the proposed incremental procedure.
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